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Abstract: As incredibly expanding our software market scale in diverse areas, reusability is indispensable to rapidly develop good quality of software. Several researches were focusing on model/object/service/product among reusable maturity levels. Most of these researches are based on static analysis. Our approach considers how to enhance reusability on both static & dynamic analysis. To do this, we propose dynamic reusability metrics (DRM), and apply code visualization to identify reusability maturity level of method/class/class-object with inheritance/associations on a software system. On developing a new project with any reusable codes within the legacy software, we expect to reduce time and cost of development, and to enhance productivity of software.

Keywords— Reusable unit level; Reusability metrics; Dynamic analysis; Reusability strategy; Code visualization

1. Introduction

Recently, software is used in social and cultural fields as well as various IT fields. As the software market scale expands, it is likely to increase the need of large software that performs various functions. Even through frequent changes of requirements, it keeps on the productivity and good quality of software [1, 2]. For achieving these, software engineers are considering of using the methodology, software architecture, process improvement, and reuse [3]. Among these, we are focusing on the reusability as the unit expanded from the low level of module to the high level of product [4].

In this paper, we propose the reusability strategy for identifying a reusable module or multiple modules as a chunk in the legacy system. We also define reusability metric based on static/dynamic analysis to measure reusability at method and object level among various reusability maturity levels. We use reusability factors such as cohesion, coupling, memory allocation size and frequency of object. We propose the reusability strategy to automatically identify reusable modules by applying the metrics. Reusable approach can reduce time and cost of development, and enhance productivity and quality of software.

The chapter 2 describes related work, and chapter 3 defines reusability metric at method and object levels. The chapter 4 explains the reusability strategy for the metrics and code visualization mechanism to automatically identify reusable modules. The chapter 5 shows how to identify reusable modules through our code visualization on the reuse strategy with one example of the target program. Finally, we mention conclusions and future work.
2. Related work

So far, many papers and researches have been mentioned several studies to measure reusability[5-12]. Fig. 1 shows the number of some factors to measure reusability[5]. However, the most previous studies have been focused on static analysis rather than dynamic analysis. Therefore we perform both of them. In static analysis, modularity is checked by typically using the cohesion and coupling. Most of the previous studies used CK metrics to measure these factors. Cohesion is measured by Lack of Cohesion in Methods (LCOM), which is an object oriented metric used to measure the cohesiveness of a class. Coupling is measured by Coupling Between Objects (CBO), which is a count of the number of classes that are coupled to a particular class i.e. where the methods of one class call the methods or access the variables of the other[13]. Dynamic analysis measures the object allocation size and frequency.

3. Reusability Metrics

In static analysis, modularity is measured based on cohesion and coupling. Dynamic analysis measures the size and frequency of object allocation. The reusability metrics is defined with both results of static analysis and dynamic analysis. The reusability with some relationships among the factors is shown that the higher cohesion and object allocation frequency and the smaller coupling and object allocation size, the more suitable for reuse [14-17]. The factors and the metrics are as follows.

![Number of papers of reusability factors](image)

**Fig. 1. Number of papers of reusability factors [5]**

3.1 Cohesion

Cohesion is a measure of the affinity of components within a module. The higher cohesion of a module, the higher the probability that the components necessary for the module exist in the module. The lower cohesion of a module, the higher the probability that unrelated components exist in the module. The highly cohesive modules can perform a single task within a module with little or no interaction with other modules. The cohesion is classified into seven categories as functional, sequential, communicational, procedural, temporal, logical, and coincidental cohesion. Table 1 is the definition of types of cohesion [18].

<table>
<thead>
<tr>
<th>Cohesion</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Functional Cohesion</td>
<td>All components in the module are associated with one function.</td>
</tr>
<tr>
<td>Sequential Cohesion</td>
<td>The output of one component in the module becomes the input of another component.</td>
</tr>
<tr>
<td>Communicational</td>
<td>The module performs diversity functions, and the components in the module use the</td>
</tr>
</tbody>
</table>
Cohesion is the extent to which the components in a module are associated. The coherence of a module is defined as the extent to which its components are associated and performed in a specific order. The components in the module perform different functions at the same time. The components in the module perform a logically related task or similar function. The components in the module are not related to each other.

According to the Table 1, the higher cohesion is, the more suitable for modularization (Functional Cohesion) is. Conversely, the lower cohesion is, the less suitable for modularization (Coincidental Cohesion) is.

3.2 Coupling
Coupling is a measure of how much a module depends on another module. The lower coupling is, the less relevance to the external module is suitable for modularization. The higher coupling, the higher the relevance to the external module, which is not suitable for modularization of the corresponding modules. The types of coupling are classified into six categories as content, common, external, control, stamp, and data coupling. Table 2 is the definition of types of coupling [18].

Table 2 Definition of Coupling [18]

<table>
<thead>
<tr>
<th>Coupling</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content Coupling</td>
<td>The module modifies the internal operation of the other module or depends on its internal operation.</td>
</tr>
<tr>
<td>Common Coupling</td>
<td>Two modules share the same global data.</td>
</tr>
<tr>
<td>External Coupling</td>
<td>Two modules share the same external data.</td>
</tr>
<tr>
<td>Control Coupling</td>
<td>The module controls the flow of another module by passing information about what to do to other modules.</td>
</tr>
<tr>
<td>Stamp Coupling</td>
<td>The modules share a data through the parameter that is not the primitive data type.</td>
</tr>
<tr>
<td>Data Coupling</td>
<td>The modules share a data through the parameter that is the primitive data type.</td>
</tr>
</tbody>
</table>

According to the Table 2, the higher coupling is, the less suitable for modularization (Content Coupling) is. Conversely, the lower coupling is, the more suitable for modularization (Data Coupling) is.

3.3 Modularity
Modularity is a typically factor used to identify reusable modules, and is based on cohesion and coupling. The module with high cohesion and low coupling is suitable for modularization and reuse.

We use modularity to measure reusability. Fig. 2 is the cohesion and coupling at the method level. There are four methods (method1/2/3/4) and four statements (A,B,C,D) in them. We can measure modularity at the method level through the cohesion of internal statements and the coupling with external statements.

Table 3 shows the modularity measurement of single module and multiple modules in Fig. 1. It is difficult to say that method 1 is a reusable module because the number of coupling in the modularity is greater than the number of cohesion in the modularity. Assuming this module and method4 connected through the coupling
3.4 Modularity Metrics
To quantify the modularity, we define modularity grade for each type of cohesion and coupling. Table 4 and Table 5 show the modularity grade and weight of the cohesion and coupling, respectively. The grade increases sequentially from 1. Because the strong cohesion is good for modularization, the strongest functional cohesion has the highest grade. By contrast, since weakest coupling is good for modularization, the weakest data coupling has the highest grade. To help distinguish each type, we define weight. The weight of the highest grade is set to 1, and the other weights are set the respective weights divided by the number of types. The modularization metrics is defined at the method level based on these grades and weights. Since one

<table>
<thead>
<tr>
<th>Module</th>
<th>Modularity</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Type</td>
<td>Cohesion</td>
<td>Coupling</td>
</tr>
<tr>
<td>method1</td>
<td>Single</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>method2</td>
<td>Single</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>method3</td>
<td>Single</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>method4</td>
<td>Single</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>method1 + method3</td>
<td>Multiple</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>method1 + method4</td>
<td>Multiple</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>method2 + method4</td>
<td>Multiple</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

### Table 3 Modularity Measurement

<table>
<thead>
<tr>
<th>Cohesion</th>
<th>ce</th>
<th>Grade</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Functional Cohesion</td>
<td>$ce_f$</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>Sequential Cohesion</td>
<td>$ce_s$</td>
<td>6</td>
<td>0.86</td>
</tr>
<tr>
<td>Communicational Cohesion</td>
<td>$ce_m$</td>
<td>5</td>
<td>0.71</td>
</tr>
</tbody>
</table>
The module can have various types of cohesion and coupling, we measure the cohesion and coupling at the method level by measuring the average of all cohesion and coupling. (1) is average of all cohesions grade, and (2) is average of all coupling grade.

\[ ce = \frac{1}{n} \sum_{i=0}^{n} ce_i \]  
\[ co = \frac{1}{m} \sum_{l=0}^{m} co_l \]  

In addition, since the maximum grade of cohesion and coupling are not equal to 7 and 6, we normalize between 0 and 1 to match range of the cohesion and coupling grade. (3) and (4) are normalized expressions, and the value of denominator is not 0, assuming that ‘The maximum and minimum values of ce are not equal and The maximum and minimum values of co are not equal’. This allows to measure the cohesion and coupling of modularity at the method level.

\[ ce_{nor} = \frac{ce - ce_{min}}{ce_{max} - ce_{min}} \]  
\[ co_{nor} = \frac{co - co_{min}}{co_{max} - co_{min}} \]  

### 3.5 Reusability Metrics

The reusability metrics measures the average of the cohesion of all the internal methods of the object and the average of the coupling of all calls of the object in order to obtain the cohesion and coupling of the object. (5) is cohesion of object, and (6) is coupling of object. The object’s memory allocation size and frequency are also normalized between 0 and 1. (7) and (8) is the normalization of object allocation size and frequency respectively.

\[ ce_{avg} = \frac{\sum_{i=0}^{n} ce_i}{n} \]  
\[ co_{avg} = \frac{\sum_{l=0}^{m} co_l}{m} \]  

\[ size_{nor} = \frac{size - size_{min}}{size_{max} - size_{min}} \]  
\[ cnt_{nor} = \frac{cnt - cnt_{min}}{cnt_{max} - cnt_{min}} \]  

Reusuable value R is measured on these values. (9) is the expression of Reusable value R. The larger the object allocation size has, the greater the probability of having unnecessary code and complexity has. Thus, since the smaller object allocation size increases the more reusability, it reduces the R value by multiplying...
the number by this value minus 1. The object allocation frequency shows the versatility as the object access frequency and the reusability in similar programs. Thus, since the highly object allocation frequency increases more reusability, it increases the R value by multiplying the number by this value plus 1. Since all values used to measure R are normalized between 0 and 1, it is assumed that they are suitable for reuse when the median of this number is greater than 0.5.

\[
R = \left(\frac{1}{2} (ce_{avg} + co_{avg}) \times (1 - size_{nor}) \times (1 + cnt_{nor})\right) (9)
(R > 0.5)
\]

4. Reusability Strategy

In this session, we construct a reuse strategy to automatically identify and visualize reusable modules. This strategy performs static/dynamic analysis with open sources, and applies the reusability metrics to identify a reusable module and multiple modules. Fig. 3 shows the overall structure of the reusability strategy.

Fig. 3. Reusability Strategy

The overall process consists of five steps. We explain each step as follows.

4.1 Input: Enter the target program

Because the static analysis and the dynamic analysis are all performed, we use source code and application. The source code is analyzed via xCodeParser, and the application is analyzed via HPROF[19].

4.2 Analysis: Extract the results through analysis

In static analysis, the analysis is performed with xCodeParser which are developed by our SE lab. of Hongik University. It extracts Abstract Syntax Tree Metamodel (ASTM). It is an integrated model of Abstract Syntax Tree (AST) so has the advantage of being able to convert to heterogeneous codes. Fig. 4 shows the ASTM as the result of the analysis, which represents XML-like text. Fig. 5 shows a tree of this structure [20,21].

In dynamic analysis, the analysis is performed with HPROF. It is actually a JVM native agent library which is dynamically loaded through a command line option at JVM startup, and becomes part of the JVM process. By supplying HPROF options at startup, users can request various types of heap and/or CPU profiling features from HPROF. The generated data can be in textual or binary format, and be used to track down, which isolate
performance problems involving memory usage and inefficient code. Fig. 6 shows a screen that actually executes the analysis in the command line. Fig. 7 is the resulting file as textual format [19].

In this session, the reusability metrics defined above is applied on the ASTM as a result of static analysis and the text file as a result of dynamic analysis. Then, this result is stored in a database (SQLite). The tables in the database are ‘ASTM_contents’, ‘ASTM_link’, ‘ASTM_API’, ‘Cohesion’, ‘Coupling’, ‘Profiling’. ‘ASTM_contents’ stores a property of variable and method. ‘ASTM_link’ stores a property of call and object creation. ‘ASTM_API’ stores a property of API used in the program. All three tables store the overall structure information of the system. Cohesion and Coupling store the grade of cohesion and coupling which is applied the modularization metrics to a program, respectively. Profiling stores the grade of the object allocation size and frequency through dynamic analysis.

4.3 Storing

In this session, the reusability metrics defined above is applied on the ASTM as a result of static analysis and the text file as a result of dynamic analysis. Then, this result is stored in a database (SQLite). The tables in the database are ‘ASTM_contents’, ‘ASTM_link’, ‘ASTM_API’, ‘Cohesion’, ‘Coupling’, ‘Profiling’. ‘ASTM_contents’ stores a property of variable and method. ‘ASTM_link’ stores a property of call and object creation. ‘ASTM_API’ stores a property of API used in the program. All three tables store the overall structure information of the system. Cohesion and Coupling store the grade of cohesion and coupling which is applied the modularization metrics to a program, respectively. Profiling stores the grade of the object allocation size and frequency through dynamic analysis.
4.4 Reconstructing

The visualization tools used in this paper Graphviz which is visualized the result of static analysis, and Chart.js which is visualized the result of dynamic analysis. Both tools have corresponding grammars, so we need to reconstruct the data in the database according to this grammar.

Graphviz is open source based graph software initiated by AT&T Labs Research for drawing graphs specified in DOT language scripts. Graph software is a way of representing structural information as diagrams of abstract graphs and networks. It has important applications in networking, bioinformatics, software engineering, data base and web design, machine learning, and in visual interfaces for other technical domains. It can visualize nodes in various styles from normal nodes to complex nodes such as table-shaped nodes. It is also easy to set options like line styles, hyperlinks [23,24]. It visualizes graphs in image of Scalable Vector Graphics (SVG) format through DOT Script. We have to reconstruct the DOT Script according to this definition. Fig. 8 is the actual DOT Script structure.

Chart.js is open source with charting of numerical data using Java Script which provides eight types of charts. It has advantage of being able to run in any browser and allowing the user to define and use the chart type directly. Likewise, we have to reconstruct the Java Script [25]. Fig. 9 is the actual Java Script structure.

![Fig. 8. DOT Script](image1)

![Fig. 9. Java Script](image2)

4.5 Visualization : Finally, in the visualization step, DOT script and Java Script are visualized using the Graphviz and Chart.js.

5. Visualization of our Target Program

We try to apply the reuse strategy to the actual program which is a solar and geothermal power generation monitoring system for checking current generation in real time. Fig. 10 show the system structure and the actual execution screen of the monitoring program. This data communication is performed by integrating heterogeneous data protocol from local to server based on metamodeling [26].
We define the types of nodes and edges before visualization. Fig. 11 shows types of nodes and edges. Packages (Green) and Classes (Blue) inside the package are represented by subgraphs, and distinguished by the color. When classes are represented as a nodes, it is displayed in the form of a class diagram using a table type to represent an internal structure. This node has information on variables and methods declared in the class. The method is represented by an oval node. It is shown in sky blue with a cohesion grade of 0.5 or higher. With a cohesion grade of less than 0.5 it is likely to be unsuitable for reuse, and display this as a red triple oval to increase visibility. Within each method, the cohesion grade is displayed. The used API is represented by subgraph. Relationships between components such as classes, methods, and APIs are inheritance, each call, and object creation which can be distinguished by the color of the edges. When a component’s coupling grade is 0.5 or more, it is indicated by a solid blue line. While it is less than 0.5, it is represented by a red dotted line.

Fig. 11. Types of Visualization of Node & Edge

Fig. 12 is a visualization chart using Chart.js. It visualizes the object allocation size and frequency in memory as a line graph and a bar graph, respectively, in a mixed graph. The ‘ImageButton’ object should be considered for reusability because the object allocation size is the average number, and the object allocation frequency is the highest number. Since the ‘GaugeFigure’ object and the ‘StringData’ object have the small object allocation size and a large object allocation frequency, then we should be considered for reusability. Thus, we can roughly identify objects that be considered of reusability through chart visualization.
Fig. 13 shows method level visualization using Graphviz. Typically, the ‘update’ and the ‘getValue’ method are identified as a good case by modularization metrics. Method ‘update’ is called four times. Method ‘getValue’ is called once. Therefore, the method ‘getValue’ may be more reusable than the method ‘update’
with more call frequency. The multiple modules are a chunk that is connected with a good single module and the other modules which have high coupled with its modules. The method ‘initInverterData’ is a good single module, but has high coupling with the method ‘setErrorData’. Therefore, it is effective to use the method ‘initInverterData’ as multiple modules by connecting with the method ‘setErrorData’.

Fig. 14 shows object level visualization using Graphviz. A calling relationship from the methods in the class (with lower than 0.5 of the cohesion grade) to classes (with lower than 0.5 of the coupling grade) is displayed with a red dotted arrow to increase visibility. A node is to be displayed as a class with the object name, allocation size, and frequency at the top line. The typical single module ‘StringData’ class is identified as a reusable module. The reusable value R using the reusability metrics is 0.93, which is higher than 0.5 that is set before. In the multiple modules, the ‘ ImmageButton’ object is a good case for reuse by the metrics. But it has a high coupling with the ‘ GaugeFigure’ object. At this time, if the ‘ GaugeFigure’ object is also a good case for reuse, it is effective to reuse the chunk of two modules as multiple modules.
6. Conclusion & Future work

In this paper, we perform the static & dynamic analysis to measure the reusability. And we develop the xCodeParser for static analysis, and use the HPROF for dynamic analysis. We use cohesion, coupling, object allocation size, and frequency to define reusability metric on the static & dynamic analysis. In the previous works, CK metrics was used to measure the cohesion and coupling, but in practice, not possible to measure the value of cohesion and coupling with different types. In order to solve this problem, we define the modularity metric based on each definition of cohesion and coupling. We then apply the object allocation size and frequency, which is the result of the dynamic analysis, on this metric. And we construct the reusability strategy through this metric. We construct the visualization tools with this strategy to identify the objects that need to consider reusability. Thus, this strategy allows automatic identification of module and chunk of modules which is suitable for reuse at method and class level. This makes it possible to improve reusability. On developing a new project with any reusable codes within the legacy software, we expect to reduce time and cost of development, and to enhance productivity of software.

In the future work, we will add new quality factors based on static & dynamic analysis on object oriented approach. And we will conduct in-depth researches on dynamic analysis in particular. These will improve the reusability metrics.
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