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Abstract: In requirement engineering, an important issue is how to transform and tailor the informal
system requirements of users or customers into more structured specification documents, which are
then used by the software developers. In addition, it is both challenging and necessary to redefine
and analyze, from ill-defined or unknown requirements, specifications correctly and automatically
generate test cases with them. There are few kinds of research in Korea for automatically reducing
requirement complexity and developing test cases of the Korean language-based requirement speci-
fications. Why do we need requirement simplification? Requirement complexity causes analyzers
less readability and low understandability. To do this, we propose the automatic cause-effect gener-
ation via a requirement simplification mechanism of informal requirement specifications with the
Korean language, which works the following procedures: (1) the automatic simplification of informal
requirement sentences, (2) the generation of Condition/Conjunction/Clause Tree (C3Tree) Model,
(3) and the Cause-effect generation.

Keywords: Korean language based requirement specification; requirement analysis; requirement
formulation; cause-effect graph

1. Introduction

In recent years, software development organizations must balance the need for high-
quality software through diverse testing technologies [1] and the need to make automatic
test case generation and test execution from informal Korean requirements, which can
reduce testing time and cost in more efficient testing endeavors [2].

However, due to semantic analysis of requirements based on the Korean language [1]
in Korea, it is difficult to automatically generate test cases from informal requirements writ-
ten with the Korean natural language. So, we are still holding on automatically generating
test cases from informal natural Korean language-based requirement specifications. To do
this, we suggest an automatic generation mechanism to extract cause-effect from require-
ments as follows: (1) simplify informal requirements, (2) extract Cause and Effect from
them, (3) create C3Tree with the extracted Cause and Effects, (4) generate the cause-effect
graph, (5) convert this graph into decision tables, and (6) finally generate test cases based
on the decision tables.

Gary E. Mogyorodi [3,4] mentions that the Cause-Effect Graphing is a test case design
technique that is performed once requirements have been reviewed for ambiguity, and
the Cause-Effect Graphing technique derives the minimum number of test cases to cover
100% of functional requirements to improve the quality of test coverage. To automatically
generate a Cause-Effect Graph from the requirements, we propose a method to simplify
the structure of a requirement sentence, identify causes and effects in the simplified sen-
tences, and create a Cause/Conjunction/Clause (C3Tree) Model to express the identified
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(a) Identity

information, and transform C3Tree Model to Cause-Effect Graph Model. In this paper, we
limit to describing the Cause-Effect Graph via Informal requirement specifications.

This paper is organized as follows. Section 2 mentions related works. Section 3
mentions the method of automatically generating Cause-Effect Graphs from the informal
requirements. Section 4 mentions our automatic generation mechanism of the Korean
Requirements Analyzer for Cause-Effect Graph. Section 5 mentions a case study using
actual missile systems. Finally, the conclusion and future work are mentioned in Section 6.

2. Related Studies
2.1. Cause-Effect Graph

To make the Cause-Effect Graph, they did mention identifying the smallest functional
unit from the requirements specification, which defines the identified units as cause and
effect, and pairs them [3]. With Cause-Effect Graph, we can create the minimal test cases
to include the maximal testing domain of software requirement, which reduces testing
time and cost [3]. Additionally, it can show a logical relationship between the input
and output conditions with logical operators-AND, OR, and NOT shown in Figure 1 [5].
(a) means 'If N1 = true, then N2 = true’. (b) means 'If N1 = false, then N2 = true’. (c) means
"If N1 = true or N2 = true, then N3 = true’. (d) means 'If N1 = true and N2 = true, then
N3 = true’. The Left node represents “Cause” to show the input conditions, such as the
changes within a system. On the contrary, The Right node indicates “Effect” to mean the
output conditions, including the state which results from the combination of systematic

transformation or causes.
SO0

(b) NOT(~) (c) OR(V) (d) AND(A)

* N = smallest function element in the system

Figure 1. Connection Types between the identified Nodes for the Cause-Effect Graph.

Berk Bekirolu [6] focused on testing with the cause-effect graph from English software
specifications. Nobody does work with automatically generating Cause-Effect Graphs
from the Korean requirements.

2.2. Model-Based Test Case Generation Research

Our previous research did follow Gary E. Mogyorodi’s approach, which mentioned
100% functional requirement coverage with the minimal test cases based on a Cause-Effect
Graph [3]. We focused on converting sequence diagrams into cause-effect graphs and then
generating test cases with them. To automatically make test case generation, we adapted
model transformations (such as model-to-model and model-to-text) among models (such
as sequence diagram, cause-effect diagram, decision table, and test case) based on the
meta-modeling approach [7].

In other words, we transformed (1) a cause-effect graph into a decision table and
(2) the decision table into a test case through the model transformation method, which
implements the input and output data of the model transformation as all XML metadata
exchange [4]. This approach did not deal with informal requirement sentences. Figure 2
shows this process of model transformations.

Each meta model stores meta information about the model (XMI File). The Cause-
Effect Graph is automatically converted to the Decision Table by Model Transformation
Engine 1 with Transformation Rule 1. Model Transformation Enginel automatically con-
verts the Cause-Effect Graph generated by referring to the Cause-Effect Meta model to the
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Decision Table created by the Decision Table Meta model. Likewise, the Decision Table is
automatically converted into a Test case by Model Transformation Engine 2.

Cause-Effect Meta Transformation Decision Table Transformation Test case Meta
model Rule 1 Meta model Rule 2 model
i i L
| refer lread i refer lread i refer
Model - Model
( Cause~|!§f|fect XM Transformation . Deiilﬂc;nF.ITable Transformation - Test case XM File
le read Engine 1 writ e read Engine 2 vrit

XMI File

Informal
Korean

Step 1

Figure 2. The Model transformations [4].

3. Automatic Generation Method of the Cause-Effect Graph from Informal
Requirement Specifications

We show the process of a cause-effect graph generation from informal requirement
specifications, as shown in Figure 3. We offer the process of a cause-effect graph gener-
ation from informal requirement specifications as follows: (1) Informal Korean Require-
ment Specification as a text file, (2) the Simplified Sentences as program data in memory,
(3) C3Tree Model as a simplified text model file, and (4) Cause-Effect Graph as an output
model file, and Steps 1-3 as methods for generating each output.

Requirement
Spec.

Step 1. Simplification of Requirement

+  Identify Condition Clause

+  Identify Conjunction Clause

»  Corpus Normalization

+ Identify the order of each different clause

Data in Memory XMI File XM File

Cause-

Simplified | Step2 §A3T;e“|3 Step 3 Effect

Sentences ode Graph
\_/—

Step 2. Generate C3Tree Model
«  The sentence simplification
< Define notations of the C3Tree Model

Step 3. Transform C3Tree Model to Cause-Effect Graph
+  The model transformation

Figure 3. The Process of Cause-Effect Graph Generation from Informal Requirement Spec.

In this process, we simplify the informal requirement sentence and express the
C3Tree Model as the simplification. Finally, we represent the C3Tree Model as a Cause-
Effect Graph.

3.1. Step 1. Simplify Complex Requirements

We identify the “Cause” node, “Effect” node with the “Identity” relationship, “NOT”
relationship, “AND” relationship, and “OR” relationship between the cause and the effect
node in natural language-based requirement sentences. Then we draw a Cause-Effect
Graph using the identified information, placing the “Cause” node in the Condition clause
and the “Effect” node in the Result clause of a natural language sentence. There exists
the “AND” or “OR” relationship between a Conjunction clause and the Following clause
nested from each “Cause” and “Effect” node. It can also place the “NOT” relationship in
both the Condition clause and Result clause.

We use a morpheme analyzer to analyze the morpheme in a sentence, which identifies
the types (condition, result, conjunction, and following) of the Clauses in the sentence
included with the analyzed morphemes. The morpheme analyzer represents tags instead
of part of speech (POS) to identify morphemes of the sentence. Table 1 shows details of the
tags of POS used in the morpheme analyzer.



Appl. Sci. 2021, 11, 11775 40f13

Table 1. Parts of POS tags in the Korean language.

Tag Description Tag Description Tag Description
S Sentence VP Verb phrase EF Final ending
CDC Condition Clause SL Foreign language SF Terminal punctuation
RC Result Clause JKS Subjective case marker \'AY Verb
cJC Conjunction Clause NNG General Noun VX Auxiliary verb
FC Following Clause XSV Verb derivational suffix - -
NP_SBJ Subjective noun phrase EC Connective ending - -

3.1.1. Identify the Condition-Positive, Condition-Negative Relationship

We use the identification method to identify condition clauses in natural language
sentences as shown in Figure 4. Figure 4 consists of two clauses in the sentence. In
Korean, the clauses are separated with a Connective Ending (EC). The EC as an original
Korean morpheme is added at the end of Clause. The EC has diverse forms of simple and
complex types.

@the input A is satisfied, then the output B is printed.
A7} Ys|H 7t EHEICh
Sentence (Aga iblyeogdoemyeon Bga chullyeogdoenda.)
S

' @the input A{_i_s,_satisfl"éa/

\_'iH'éh-'the,gg_t;put B is printed.

IVEEET) 87t SEEL]
Clause (Aga iblyeogdoemyeon) (Bga chullyeogdoenda.)
cDC RC
@the inp,ut-'A'"” iE"'Ea,t_jsfied then the Q_U;gu'f'éf 'vr‘i}.‘v-p_l_'_i_nted.
AZHga) Y B7Hga) EH-ELCL
iblyeogdoemyeon) hull doenda.
Phrase NP_SBJ (Blyeos A NP_SBJ (chullyeagdoenda.)
VP i VP
Al e E (=) B | [ E= g [ oo ,
(th?ers:imﬁe) (ga) (iblyeog) (doe) (myeon) (ga) (iblyeog) (doe) (enda) (SF)
ty SL JKS NNG XSV EC SL JKS NNG XSV EF XSV
| ‘ Y
Condition Clause Result Clause

Figure 4. Identification of conditional clauses.

Tables 2 and 3 show the types of EC for condition clauses. The Simple type means the
simple EC type with a conditional meaning. The Complex type means combinations of
some simple types. An Opened condition mentions the conditions of uncertain facts. A
Closed condition means the conditions of certain facts. A Positive condition means the
condition of true content. A Negative condition means the condition of false content. The
Negative condition is expressed as a NOT relationship in the Cause-Effect Graph. As a
result, as in Tables 2 and 3, the clauses with the Connective Ending (EC) are Condition
clauses, and the following clause of the condition clause is likely to be the result clause.
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Table 2. Part of Connective ending (EC) types [8] in the Korean language.

Connective Ending (EC) Type

EC Forms (Korean) English Description

Simple type - (Myun), - 71 £(Geodeun), -] oF(Uya) Simple IF statements
-t} (Damyeon), -5 (Eundeul), -t} 7HDaga), - X](Deunji),
Complex type -2 ¥ (Lyeomyeon), - 7] = (Geodeumyeon), - 71 & Nested IF statements
#H(Geodeullang), -th A oF(Daeseoya), -2 °FGoya), . . .
Table 3. Part of Condition types [8] in the Korean language.
Condition Type Subtype EC Forms (Korean) English Description

Opened condition

- -H(Myun), - 4 E(Geodeun), . .. It means conditions of uncertain facts.

Closed condition

It means conditions of certain facts.

Positi diti . e
ostive condition The Result is positive (true).

-°KA)/ °1(Uh)/ o °K(Uya), ...

It means conditions of certain facts.

g=
4= (Deondeul), .. The result is negative (false).

Negative condition

3.1.2. Identify the Conjunction-AND, Conjunction-OR Relationship

The identification method of conjunction clauses in natural language sentences is
shown in Figure 5. The sentence consists of two clauses. Table 4 describes the types of
Connective Endings for the Conjunction clause. The clauses that contain the Connective
Ending (EC) of Table 4 are Conjunction clauses. The next clause of the conjunction clause is
the following clause.

Additionally, we identify “AND” and “OR” through the connective ending (EC) for
the conjunction clause. Table 5 shows the identification process. As a result, the conjunction
clause and the following clause of Causality Relationship, Sequential relationship, Parallel
relationship, Time relationship, Cause and Reason Relationship, Purpose and Intention
Relations, and Conversion Relationship have an “AND” relationship. The conjunction
clause and the following clause of Contrast Relationship, Selection Relationship, and
Concession Relationship have an “OR” relationship.

The input A is entered and/'the output B is printed.

A7} azaa@?nr =L
Sentence (Aga iblyeogdoego Bga chullyeogdoenda.)
S
The input A is entere @ ﬂrk"The-{;utg_grt B is printed.
I EEER) 87} gt
Clause (Aga iblyeogdoego) (Bga chullyeogdoenda.)
dle FC
The input A~ ﬂ is é"nte_red and The outp_utlg"‘"ﬁ “is-printed.
AZHga) YHs B7Hga) EHEICL
bl d hull doenda.
Phrase NP SBJ (Iblyeogdoego) NP 58) (chullyeogdoenday)
VP _ VP
A 7t o2 ] @ B 7t P g Co )

KMorphe?ﬂ Ie (ga) (iblyeog) (doe) (g0) (ga) (iblyeog) (doe) | | (enda) (SF)
(Korean style) =/ JKS NNG XSV EC SL IKS NNG Xsv EF XSV

|
Conjunction Clause

Following Clause

Figure 5. Identification of conjunction clauses.
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Table 4. Parts of Combination Types between Conjunctions.

Conjunction Type EC Forms [9-11] (Korean) English Description
. . . If B for A, then C.
/_ A ‘7 7 4
Causality Relationship L 2}t3(Nerago),” Etc. (A = true, B = true, C = true)
Sequential relationship -31(Go)(A1(Seo)),” Etc. If B after A, then C.

(A = true, B = true, C = true)

-31(Go),” ~(2(Eu)) ™ (Myeo),” ‘~(2(Eu)™d If A and B are at the same time, then C.
4](Myeonseo),” Etc. (A = true, B = true, C = true)

If A and B, then C.
(A = false, B = true, C = true)

Parallel relationship

Contrast Relationship ‘-(2.(Eu)) HNa),” ~-A] ¥(Jiman),” Etc.

Table 5. Parts of Logical Expression of Conjunction.

Coniunction Type Mathematical A Logical Combination of A and
] yp Expression B for C = True
Causality .

Relationship B:A->C AND
Sequential )
relationship AB->C AND
Parallel relationship AllIB->C AND
Contrast
Relationship ~AB->C OR

3.1.3. Corpus Normalization

We use corpus normalization [9-11] to automatically convert a sentence with a passive
meaning into a sentence with an active substance. These include 1) changing the passive
sentence to the active sentence and 2) changing the causative sentence to the active sentence.
It is challenging to analyze the meaning of informal sentences. In the case of Korean, it
is difficult to identify the subject and object in the passive sentences. That is why we
convert passive sentences into active sentences. In other words, if the sentence contains an
ambiguous subject and object, we can recognize the clear subject and object through corpus
normalization. This method changes the form or position of a case marker in the sentence.
The case marker is only one of the morphemes in the Korean language. For example, the
case marker ‘7Hga)’ is also only the Korean morpheme. The "A7}Hga)’ means that a subject
‘A’ and a case marker ‘7Hga).” Therefore, we represent the case marker ‘7Hga)” after a
noun ‘A’ in Figure 5. The subject word in Korean Sentence admits any front position of
a sentence, unlike English sentences, such as ‘Subject = word + subject case marker” and
‘Object = word + object case marker.” A subject and an object are determined according to
the type of case marker. As a result, the form and position of the case marker are changed,
then the subject can be changed to the object. An Underlined is a case marker. Table 6
shows the example case.

Table 6. One Example of Converting Passive Sentence to Active Sentence.

Passive Sentence Active Sentence
Korean English Korean English
L=l 23 .Z‘g el AetA D}f L. IE°] P4 7t} (geudeul-i They break
(geudeul-e uihae hyeobsang-i ~ Negotiations are broken by them. hyeobsang-eul kkaeda.) negotiations.

kkaeeojida.)
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3.1.4. Identify the Order of Each Different Clause

We propose a clause order recognition method for identifying each clause’s priority
of connective endings (ECs) in a sequential or composited sentence. In Figure 6, we show
our clause order algorithm for determining the priority of each connective ending (EC)
of clauses in a sentence as follows: In the first step, identify all kinds of ECs and the
number of ECs in the sentence, in the second step, classify condition clause/result clause
or conjunction clause/result clause. Until not including any EC in the sentence, the whole
sentence crumbles into fractions, that is, morphemes of phases of clauses of one sentence.

Compound-
com plex sentence

L ]

ondition E
=1 &8
Conjunction
EC>0

Divide by
Condition Clause

ondition E
>1 &&
Conjunction

Repeat
“conditional EC"~
> “conjunction
EC" pattern

Divide by Y
Conjunction |+
Clause

ondition E
=0 &&
Conjunction
EC =0

“Too
Complicated”
Error

Divide by
Condition Clause

Y

¥

Divide by
Conjunction
Clause

“Incorrect
Conditional Clause”
Error

Divided
Clauses

Figure 6. The clause order algorithm for identifying the priority of each connective ending (EC) of clauses in a sentence.

In Figure 7, we identify three clauses (C1, C2, C3) with the connective ending (EC)
of the morphemes after identifying the morphemes in the sentence. When we adopt the
clause order algorithm with three clauses C1, C2, and C3 in Figure 7, we can locate the
"AND’ relationship between C1 and C2 and identify the ‘IF-Then’ relationship between C3
and ‘C1NC2".

Figure 8 shows four clauses (C1, C2, C3, and C4) in a sentence. By applying the clause
order algorithm with four clauses C1, C2, C3, and C4, in Figure 8, we can identify the
‘IF-Then’ relationship between C1 and C2 and identify the ‘IF-Then’ relationship between
C3 and C4. Finally, place the “AND’ relationship between them.

If the power is on and the input A is entered, then the output B is printed.
TR0l AX| D A7 Y[ BT} EHEICH

Sltep 1. (jeon-won-i kyeojigo Aga iblyeogdoemyeon Bga chullyeogdoenda.)
nput
S
Sentence -
Step 2. Hel # EE 5) w q || oo
Analyze Geonwon) | | @ | | (kyu) (ga) | | (iblyeog) | | (doe) | | (myun) (chillyeog) | | (doe) | | tenda)
Morpheme | NNG w NNG XSV EC NNG Xsv EF
T N \ / - ~ . \ 7 ~— N 7 .
(If he power is_anrand The-input A i€ _entered “The“output B is-printed.
Step 3. melo| x| A% Y E[Rt B7t ZEHEICH
Identify C 1 (jeon-won-i kyeojigo) C2 (Aga iblyeogdoemyeon) c 3 (Bga chullyeogdoenda.)
Clause ac cDC RC

Figure 7. One example of identifying the priority of clauses in a simple sentence.
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Step 1 A7 23E|E B7F £ E D C7F Y5 DIt SHECL
Input. (Aga iblyeogdoemyeon Bga chullyeogdoego Cga iblyeogdoemyeon Dga chullyeogdoenda.)
Sentence S
Step 2. A 7t I =t
Analyze (93) s s . .
Morpheme NNG KS EF SF
@The input A is then the ou Bis ' @he input C is then the output D is
entered printed|and entered printed.
Step 3. A7t Y 87 225 | c7t 545(;&) D7l ZEect
Identify (Aga iblyeogdoemyeon) (Bga chullyeogdoego) (Cga iblyeogdoemiyeon) (Dga chullyeogdoenda.)
Clause C 1 lahla CZ ac C3 CDC C4 RC
Figure 8. One example of identifying the priority of clauses in a composite sentence.
We mention the clauses of natural language sentences combined in various ways, for
example, sentence complexity with diverse clause combinations. However, we consider
some limited formulas of clause identification patterns within Table 7.
Table 7. Types of identifiable clause patterns.
Pattern Formula Identification Clause Pattern Formula Identification Clause
o0 . e 0 CF identification after
1 HEI(CF n) CF identification 4 ngl(CRn + CFy) CR identification
) . e 0 0 CF identification after
2 ngl(CR") CR identification 5 ngl(CFH) + CR+ ng‘,l(CF,,) CR identification
3 o0 CR identification after 6 o0 o0 CR identification after
L (Chi+ CRy) CF identification L (CR) + CF+ ¥ (CRy) CF identification

CF = Conjunction Clause + Following Clause, CR = Conditional Clause + Result Clause.

3.2. Step 2. Generate C3Tree Model

We define C3Tree Model (like a tree structure) to convert a simplified sentence into a
complex sentence.

3.2.1. Do Simplification Method

First, we store ‘the original complex sentence’ into the top node root of this Model.
Second. We also save the simplified sentence into the bottom nodes of the tree model.
Third, until not is any condition and conjunction clause in the sentence, we repeatedly
separate into condition clause and result clause if having any EC in the condition clause of
a sentence or split into conjunction clause and the following clause if including any EC in
the conjunction clause of a sentence.

3.2.2. Define Notations of the C3Tree Model

The C3Tree Model consists of nodes and links for visualizing the sentence simplifica-
tion. That is, we divide a long and complex sentence into some short sentences. Table 8
shows nodes and links of the C3Tree Model.

The C3Tree Model is expressed by XMI code. Table 9 is an example of the C3Tree
Model XMI code.
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Table 8. C3Tree Notation.

Node Description Link Description
<<Sentence> > Positive condition link (If left node =
Korean Sentence Sentence MD-F’\ (

true, right node = true)

<<Clause>>
Korean Sentence

COND-N

Clause in sentence

Negative condition link (If left node =
true, right node = false)

<<Complex-Clause> >
Korean Sentence

The complex clause in a sentence

(includes two or more child nodes) /@Y m\

AND conjunction link (If all child
nodes = true, parent node = true)

- CONJ-OR

OR conjunction link (If one of the child
nodes = true, parent node = true)

Table 9. XMI Code of C3Tree Model Example.

If the input A is satisfied and the input B is satisfied, then the output C is printed.

<<Sentence>>

chullyeogdoeda.)

A7t 85D g7t LHEIH C7F Ee|nt
(Aga iblyeogdoego Bga iblyeogdoemyeon Cga

N

" conD-P

The input A is satisfied and the input B is satisfied. ~The output C is printed.

C3Tree Model <<Complex-Clause> > <<Clause> >
A% 9ZE|n 87t YEiE|ct, o7t 3=,
(Aga iblyeogdoego Bga iblyeogdoeda.) (Cga chullyeogdoeda.)
CONLﬁI;\\\\
The input A is-satisfied. The input B is satisfied.
<<Clause>> <<Clause>>
A%t (L 87 Y2t
(Aga iblyeogdoeda.) (Bga iblyeogdoeda.)
<node ctid="1" type="sentence” <node ctid="1" type="sentence” string="1If
. _ _ - the input A is satisfied and the input B is

string="A7} Q85 1 B7} &85 W Cr s .. g

- aﬂ% o /]—;J 5] [t F satisfied, then the output C is printed.” />

<En(?de c ti;:l—”Z” type="cclause” <node ctid="2" type="clause” string="The

. _ _ , input A is satisfied and the input B is

string="A7} 1451 2 B} Y4tk /> satisfed.”/> ’

<node ctid="3" type="clause” 1 unn " o

string="C7} Z &5 t}.” /> <node ctid="3" type="clause” string="The

XMI Code 8 . ,,E,, ! " P XMI Code output C is printed.” />

<node ctid="4" type="clause R 1 ram " o "

(Korean) (English) <node ctid="4" type="clause” string="The

string="A7} 4= }.” />

<node ctid="5" type="clause”
string="B7} 4 &= }.” />

<link type="condp” parent="1" left="2"
right="3"/>

<link type="conjand” parent="2" left="4"
right="5"/>

input A is satisfied.” />

<node ctid="5" type="clause” string="The
input B is satisfied.” />

<link type="condp” parent="1" left="2"
right="3"/>

<link type="conjand” parent="2" left="4"
right="5"/>

3.3. Transform C3Tree Model to Cause-Effect Graph

In this section, we transform the notations of C3Tree Model notation into the no-
tation of the Cause-Effect Graph. Therefore, a <<Clause>> node of the C3Tree Model
is transformed into a <<Node>> in the Cause-Effect Graph. In Table 10, we show the
transformation relationship between C3Tree Model and Cause-Effect Graph.

Figure 9 is an example of the transformation process. First, five <<Clause>> nodes
at the bottom level of C3TREE are transformed to N1~N5 of a cause-effect graph. The
left node of COND-]J is transformed to the Cause node. The right node of COND-]J is
transformed as the Effect node. CONJ-AND is transformed to AND. “The output C is
printed” node of the left tree and “The output C is printed” node of the right tree has the
same sentence. Therefore, the “The output C is printed” node of the left tree and “The
output C is printed” node of the right tree are integrated into N3.
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Table 10. Relationship between C3Tree Model Notations and Cause-Effect Graph Notations.

Case C3Tree Model Notation Cause-Effect Graph Notation

1 Clause Node

2 CONJ-AND AND

3 CONJ-OR OR

4 The left child node of COND-P(COND-N) Cause

5 The right child node of COND-P(COND-N) Effect

6 COND-P Identity

7 COND-N NOT

C3Tree Model

If the input A is entered and the input B is entered,
then the output C is printed.

<<Sentence>>
A7 YZEE| D B7} YE|E COF EHELL,
(Aga iblyeogdoego Bga iblyeogdoemyeon Cga
chullyeogdoeda.)
S ~The output C is

The input A is entered and __— ;o;;-v The out

If the output C is printed and the input D is entered,
then the output E is printed.

<<Sentence>>
Cot EHEID D7 YT B2 5L
(Cga chullyeogdoego Dga iblyeogdoemyeon Ega
chullyeogdoeda.)
s

put Cis printed and— co}ib.;' ~

—_The output E is

the input B is entered.—

printed-__

the input D is entered.

printed

<<Complex-Clause>>
A7} 253 B7t YR
{Aga iblyeogdoego Bga iblyeogdoeda.)

<<Clause> >
C7t EH5lc

(Cga chullyeogdoeda.)

Z<Complex-(Tauses >
Cot £ D7 L0}
(Cga chullyeogdoegoe Dga

<<Clause>>
E7F SHE|C
(Ega chullyeogdoeda.)

ihlyeogdoada |

The input A is X _The input B is The output Cis . .~ - The input D is
entered. CONAND  éntered. printed. —~ CONMAND  gittered.
<<Clauses> <<Clause>> <<Clause>> <<Clauses >
AZF EEE|C 87t Y etk C7F ZHELL D7F £&ELh
(Aga iblyeogdoeda.) (Bga iblyeogdoeda.) (Cga chullyeogdoeda.) (Dga iblyeogdoeda.)
Cause-Effect Graph
Node Korean English
N1 | A7} 23 &|C(Aga iblyeogdoeda) | The input A is entered
N2 |B7t &= &|CH(Bga iblyeogdoeda) | The input B is entered.
N3 | €7} E3&|Ch(Cga chullyeogdoeda) | The output C is printed.
N4 | D7k 23 E|Ck(Dga iblyeogdoeda) | The input D is entered.
N5 |EZt Z3E|Ch(Ega chullyeogdoeda.) | The output E is printed.

Figure 9. The transformation process of Cause-Effect Graph from C3Tree Model.

The Cause-Effect Graph is expressed in XMI code. Table 11 is the XMI code for

Cause-Effect Graph in Figure 9.

Table 11. XMI Code of Cause-Effect Graph.

XMI Code (Korean)

XMI Code (English)

<node ctid="3;" ceid="1" string="A7} 4 &= t}.” />
<node ctid="5;" ceid="2" string="B7} Y H = t}.” />
<node ctid="4;7;" ceid="3" string="C7} 8= t}.” />
<node ctid="8;"” ceid="4" string="D7} Y &= t}.” />
<node ctid="6;" ceid="5" string="E7} &8 = t}.” />
<link type="and” cause="1;2;” effect="3"/>

<link type="and” cause="3;4;” effect="5"/>

<node ctid="3;” ceid="1" string="The input A is entered.” />
<node ctid="5;" ceid="2" string="The input B is entered.” />
<node ctid="4;7;" ceid="3" string="The output C is printed.” />
<node ctid="8;” ceid="4" string="The input D is entered.” />
<node ctid="6;" ceid="5" string="The output E is printed.” />
<link type="and” cause="1;2;" effect="3"/>

<link type="and” cause="3;4;" effect="5"/>

4. Automatic Generation Mechanism

We suggest the automatic generation mechanism mentioned in chapter 3. That is, we
describe the procedure of the automatic generation mechanism with informal requirements
sentences and then generate a Cause-Effect Graph as follows: (1) Input the Korean language
sentence, (2) Analyze morpheme in a sentence, (3) Identify cause using EC morpheme,
(4) Convert clauses to sentences, (5) Convert passive sentence to active sentence, (6) Inte-
gration similar sentences, (7) Generate Cause-Effect Graph. Figure 10 shows the detailed
procedure of the generation process.
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3. Identify clause using EC morpheme

OB
If input A is satisfied and-irput B is satisfied

ut’ﬂéﬁﬂutp,gt C is printed

R
~ COND-P
If B is input and ingu&’ﬁs satisfied

A7} /253 87} RlElE
(Aga iblyeogdoego Bga
iblyeogdoemyeon)

7t EHE|Ch
(Cga chullyeogdoeda)

BS Y5t D7t YAET
(Bleul iblyeoghago Dga
iblyeogdoemyeon)

-~ CONI-AND.

Inpu‘i\‘&j‘s satisfied

P EonFAD

[
=)
5}
© g.' If the input A is satisfied and the input B is satisfied, then output C is printed If the B is input and the input D is satisfied, then output E is printed
£ Cc
oy A7} 3ie|D B7F YE|E C7 FHe|0h BE Y3dtn D7t Y e|W £7F FH(Ch
3 c & Aga iblyeogdoego Bga iblyeogdoemyeon Cga Bleul iblyeoghago Dga iblyeogdoemyeon Ega
2& ga Iblyeogdoego Bg 9 Y 9 yeoghago Dg: 9 g
co .‘2 chullyeogdoeda.) chullyeogdoeda.)
.0
=2 8
£
o @ If input A is satisfied and input B is satisfied, then output C is printed If B is input and input D is satisfied, then output E is printed
§§8 Alstloals |ale [ [SH]C [ [S=]& | B[ S[o=|[st[a D[ [ [ E [ [SH] =l [ cF
TLC A | ga |iblye[doe| go | B | ga |iblye| doe [myun] € | ga |chull| doe| da B | leul [iblye| ha | go | D | ga |iblye| doe myur| E | ga |chull|doe | da
cgl og og yeog og og yeoq
-q:. Q 5 SL | JKS |NNG|XSV| EC | SL | JKS INNG|XSV| EC | SL | JKS [NNG| XSV | EF | SF SL | JKS |NNG|XSV'| EC | SL | JKS |NNG|XSV| EC | SL | JKS [NNG|XSV| EF | SF
N E &
If input A is satisfied and input B is satisfied, then output C is printed If B is input and input D is satisfied, then output E is printed
P EAPEIERFEEE EE PEIE R ] R s [E[ea]# [a o[t [&A[s [S[ € [oF [@A] = [ cf
A | ga |iblye|doe | go | 8 | ga |iblye|doe|myu| C | ga |chull|doe | da B |leul [iblye| ha | go | D | ga |iblye| doe [myu| E | ga |chull| doe| da
og og n els] og og n yeoq
SL | JKS [NNG| XSV| EC | SL | JKS |[NNG] ESV EC | SL | JKS [NNG| XSV | EF | SF SL | JKS [NNG[ XSV [ EC | SL [ JKS [NNG| XSV| EC | SL | JKS |NNG| XSV EF | SF

"'fﬁt-nruuggut E is printed

C7t E3 sl
(Cga chullyeogdoed.)

If input A is sgjisﬁ'ed and IfBis mgut/é'Hd inpuvf\D\is satisfied
A7t 25D B7h Y| BE Ysin D7h s
(Aga iblyeogdoego) (Bga iblyeogdoemyeon) (Bleul iblyeoghago) (Dga iblyeogdoemyeon)
If input A is satisfied and input B is satisfied, then output C is printed If B is input and input D is satisfied, then output E is printed
- N EIEEERFEE EIPE E N T Rl ERE 8 Q[ & [ o [D [t [SE[ & [ @[ € [ oF [@5] & | CF
@ A | ga |iblye[doe| go | B | ga |iblye|doe [myun| C | ga |chull| doe| da B |leul |iblye| ha | go | D | ga |iblye|doe [myun| E | ga |chull|doe| da
g og yeog og oq yeoq
o SL | JKS [NNG| XSV EC | SL [JKS EC | SL [Jks [NnG|xsv[ EF | SF | [TSL]Jks [NNG[XSV] EC | st [JKS [NNG[XSV] EC | SL [JKS INNG[XSV] EF | SF
5 " coNb-p — . X ~ ) _
] f-input A is satisfied and-iriput B is satisfied themreutput C is printed 1B is input and |r§:mD is s M}Eul E is printed
S out
- AZh Y3 g7t Yg|Ch BE 23dta D7t YAt
= g 23 AelCh
§ (Aga iblyeogdoego Bga . C7}t Tﬁildq, . (Bleul iblyeoghago Dga C7t ==t
E iblyeogdoeda) (Cga chullyeogdoeda) iblyeogdoeda) (Cga chullyeogdoeda)
= - ~
b= ) Nl .
[ H-input A is sg;:sﬁed input B.is satisfied H-Bis input-and input D.is satisfied
2 P 5
o
v A7t YHE|C) 87h Y& &|Ch BE UHsich D7 g=ct
< (Aga iblyeogdoeda) (Bga iblyeogdoeda) (Bleul iblyeoghada) (Dga iblyeogdoeda)

5. Convert passive sentence to

active sentence

If input A is satisfied and input B is satisfied, then output C is printed

If B is input and input D is satisfied, then output E is printed

Al (e[S [ [ [ [AHATH [ [ C T [ESATE[ O s [S[AA[S [ [D [ [UA[ S [ AT E [7F [EA] & [ CF
A | ga |iblye|doe | go | B | ga |iblye|doe fryur] C | ga |chull| doe| da 8 |leul [iblye| ha | go | D | ga |iblye|doe [myur| E | ga |chull|doe| da
og ogq yeog ogq yeoq
SL [ JKS [NNGI XSV [ EC | SL | JKS [NNG[XSV| EC [ SL | JKS [NNG[XSV] EF | SF | [SL | JKS [NNG[XSV] EC | SL | kS EC | SL [ JKS [NNG[XSV] EF | <F

" COND-P
input A is satisfied and-input B is satisfied

“output C is printed

. . ~— CoNb
B is input and input-D'is satisfied

A7t e BT YsC
(Aga iblyeogdoego Bga
iblyeogdoeda)

7t &Y=t
(Cga chullyeogdoeda)

BE Y5t: pIt YHeCh
(Bleul iblyeoghago Dga
iblyeogdoeda)

-~ CONFFAND™._
ed input B.is satisfied

input A is sa

B7t Y|t
(Bga iblyeogdoeda)

A7 gg|Ct
(Aga iblyeogdoeda)

input B is(;atﬁf/ied

co}ffrﬁh ~

-\"\"nutpl__gf is printed

c7h 28glct
(Cga chullyeogdoeda)

input D.is satisfied

(Bga iblyeogdoeda)

B7t AZHECh D7 Y[

(Dga iblyeogdoeda)

f.

6. Integration similar sentences

If input A is satisfied and input B is satisfied, then output C is printed

If B is input and input D is satisfied, then output E is printed

N
- CoND-P
input A is satisfied and.input B is satisfied

“output C is printed

AlstTe=ETa[a e [oF[aS[ S S C T[S S EN RN PEI IS IE A PE I R ER FEIER
A | ga [iblye|doe| go | B | ga [iblye| doe myun{ C | ga [chull| doe | da 8 |leul [iblye| ha | go | D | ga [iblye|doe [myun{ E | ga |chull[doe| da
0g og veog og ©g yeog
SL | KS NNQXSV EC | SL | JKS NNQ XSV EC | SL | JKS NNEI XSV | EF | SF SL | JKS NNQ XSV | EC | SL | JKS [NNG| XSV | EC | SL | JKS NNQ XSV| EF | SF

. )
B is input and mpypB is satisfied

A7t Y3i=|D B7t el
(Aga iblyeogdoego Bga
iblyeogdoeda)

C?} 28=ct
(Cga chullyeogdoeda)

BE Y=ot DI} Y=k
(Bleul iblyeoghago Dga
iblyeogdoeda)

input A is satisfied

A7t Y=ot
(Aga iblyeogdoeda)

B7 Y E(CE
(Byga iblyeogdoeda)

“output Eis printed

7t et
(Cga chullyeogdoeda)

D7 YHET
(Dga iblyeogdoeda)

Figure 10. Our automatic generation mechanism of the Korean Requirements Analyzer for Cause-Effect Graph.

@ Node Korean English

é N1 [AZt Y3 E|Ch(Aga iblyeogdoeda.) input A is satisfied
£ é. N2 [ B7} YHEIC}(Bga iblyeogdoeda.) input B is satisfied
80 N3 | C7t Z3&|Ch(Cga chullyeogdoeda) output C is printed
It E N4 | D7} 23 &|Ch(Dga iblyeogdoeda) input D is satisfied
G N5 |E7t E3E|Ct(Ega chullyeogdoeda) output E is printed
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5 A

Case Study

We explain our mechanism with real requirements of ‘A guidance for completing
DPS for a Missile system [12]. Figure 11 is part of the requirement specifications (R1.1.7
communications) in the missile system.

R1 R2
= When the air vehicle becomes the node in the net If the antenna assembly or assembly comprises
¥ and performs networking, command and control, the communication subsystem and data
© and combat space awareness, the data transmission and reception functions for air traffic
S transmission and reception functions for air traffic management are implemented, the level 3
management are implemented. element is completed.
S | #3717t el =E7} 5o HEYY, X & ®of, & S ohe| A2 "0 QELE 8 S2| Ex G EE2
O | F S ag A5 g3 1 22 E /e Ho| tHE, oS WE 25 fIe Moy HE &
g B H& 3 4o #30l = E L 4 7|50l THE[UCHH, 2| 3 227 A= EL

Figure 11. Requirement specifications in the missile system.

When the air vehicle becomes the node in the net
and performs networking, command and control,

and combat space aware

transmission and reception functions for air traffic

Figure 12 is the C3Tree Model generated from the requirement specification. Four <<Clause>>
were generated.

ness, the data

management are implemented.

If the antenna assembly or assembly comprises
the communication subsystem and data

transmission and reception functions for air traffic

management are implemented, the level 3
element is completed.

N
o, HE 27 olalg

ot HojE H

4 O]

<<Sentence>>
5717t HES| =7t =|0f HEQF, X% A A
gl sz nE I 9

419] 70| 2h= FICH

<<Sentence>>
| Al~Eof QE|LF OjHE2| =
|2, 22 1 22| E % gojy ME 9

M=
a=

2|

23 947 2 FICH

S X T

A
/COND-Pr,

The air vehicle becomesﬁt"he node in the
net and performs networking, command
and control, and con’ﬂpat space awareness

The antenna assembly or assembly compnses};he""
communication subsystem and data transmission
and reception functions for air traffie management
are implemented -

L

The IeveI‘"‘E‘elg[r)ent is completed.

< <Complex-Clause>>

Sl o5p9| A|X"-o| AE|Lf o d2E] =& oM ST
7t HgEn, g3 08 228 9t HojH BE U

=
Al

rad

A
=

<<Clause>>
Y 3 @47t A2ECH

Data transmissiol
functions for air,
are implemente:

7150] 2HEYTE

" CONMAND T
n and receptien

traffic rparfégement

N

<<Clause>>
27|17t HES =27} 50 HEHH, X
2 A Hof, HE S7t 2lAg Fdsich

<<Clause>>
23 UE #e|E st Ooly M
8 4 7]50] FHE( UL

The antenn‘;’é’ssembly or assembly comprises the
communication suB'syslg_m,

<<Clause>>
S 319] Al2R0| OELL Oj = E£ ojMEa
7t HE&[ACt

Figure 12. C3Tree Model generated from Requirement specifications.

Cause-Effect Graph

Figure 13 is the Cause-Effect Graph generated from the C3Tree Model. Four <<Clause>>
are changed to nodes.

Causes and Effects

Node Korean English

N1 | &&717F HES| . E7} & | The air vehicle becomes the node in the net
of HEHYY, Xzl A MO, |and performs networking, command and
HE Z7t 2lA S 3BT} | control, and combat space awareness

N2 |25 & 2|8 98t O | Data transmission and reception functions
Ol M& U =4l 7|.50| | for air traffic management are implemented.
T RACE

N3 | S4! 5H9l A|2E0] QHELE | The antenna assembly or assembly
ofdEa| L& ofME2|7} | comprises the communication subsystem.
HE & AT

N4 2" 3 A7 2tFEICE [ The level 3 element is completed.

Figure 13. Cause-Effect Graph generated from C3Tree Model.
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6. Conclusions and Future Research

Our software industries ask us to automatically generate test cases with only informal
Korean requirement documents in the Korea academy. Until now, none consider test case
generation with informal Korean requirements. We focus on automatically generating test
cases from requirements. As our first step, we propose a mechanism for automatically
transforming requirements into the Cause-Effect Graphs as an intermediate process for gen-
erating test cases from informal requirement specifications written in the Korean language.
To do this, we define our C3Tree structure for converting complex and lengthy sentences
to simplified and short sentences, which are generated by applying a formal sentence
analysis method with requirements and provided traceability of intermediate changing
steps between the original sentence and a Cause-Effect Graph. As a case study, we apply
the proposed mechanism with actual requirements of the Defined Pricing Structure (DPS)
for a Missile system.

In future work, we should develop our tool for dealing with a vast requirement,
which effectively and automatically transforms test cases via the Cause-Effect Model from
informal requirement sentences.
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