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Overall Schedule 
 

Wednesday (Oct. 19) 

16:00~17:30 
Design Exhibition Session Sun flower 

SMA Annual Meeting Woongjin  

Thursday (Oct. 20) 

09:00~10:20 Keynote Speech #1 / Invited Talk Sun flower 

10:20~10:40 Coffee Break Tapo Chao 

10:40~12:00 

Poster Session Sun flower 

Regular Papers Session I Tapo Chao A  

Regular Papers Session II Tapo Chao B  

12:00~13:30 Lunch Time - 

13:30~14:10 Keynote Speech #2 Sun flower 

14:10~15:30 

Design Exhibition Session Sun flower 

Regular Papers Session III Tapo Chao A  

Regular Papers Session IV Tapo Chao B  

15:30~16:00 Coffee Break Tapo Chao 

16:00~17:30 

Design Exhibition Session Sun flower 

Regular Papers Session V Tapo Chao A  

Regular Papers Session VI Tapo Chao B  

18:30~21:00 Banquet World Buffet 

Friday (Oct. 21) 

9:00~10:40 
Design Exhibition Session Sun flower 

Session Chairs / Program Committee Meeting Woongjin  

10:40~12:00 
Design Exhibition Session Sun flower 

SMA Steering Committee Meeting Woongjin  

13:30~16:00 
Design Exhibition Session Sun flower 

Panel Discussion - 4th Industrial Revolution and Smart Media Woongjin  

16:00~17:30 Design Exhibition Session Sun flower 

Saturday (Oct. 22) 

9:00~12:00 Design Exhibition Session Sun flower 

Conference Ends at 13:30 
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 Program on October 20 ( World Resort, Saipan ) 

 
Sun flower 

(Link #1) 
Tapo Chao A  

(Link #2) 
Tapo Chao B  

(Link #3) 

09:00~10:20 Keynote Speech #1 
/ Invited Talk - - 

10:20~10:40 Coffee Break 

10:40~12:00 Posters Session 

Regular Papers Session I 
Intelligent Computing  

& Artificial Intelligence I 
(Paper ID : 13.18.20.19.22.23) 

Regular Papers Session II 
Smart Farms, Smart Agriculture  

& Image Processing 
(Paper ID : 63.49.62.42) 

12:00~13:30 Lunch Time 

13:30~14:10 Keynote Speech #2 - - 

14:10~15:30 
Design  

Exhibition  
Session 

Regular Papers Session III 
Intelligent Computing  

& Artificial Intelligence II 
(Paper ID : 9.10.12.24.27.33) 

Regular Papers Session IV 
Big Data,  

Software Engineering  
& Security and Trusted 

Computing 
(Paper ID : 6.30.67.28) 

15:30~16:00 Coffee Break 

16:00~17:30 
Design  

Exhibition  
Session 

Regular Papers Session V 
Internet of Things  

& Smart Transportation 
(Paper ID : 2.3.4.14.73) 

Regular Papers Session VI 
Smart Grid Computing  

& 5G and Future Mobile 
Technologies 

(Paper ID : 31.7.8.11) 
 

 Program on October 21 ( World Resort, Saipan ) 

 Sun flower Woongjin  

09:00~10:40 
Design Exhibition Session 

Session Chairs / Program Committee Meeting 

10:40~12:00 SMA Steering Committee Meeting 

12:00:13:30  

13:30~16:00 
Design Exhibition Session 

Panel Discussion  
- 4th Industrial Revolution and Smart Media 

16:00~17:30 - 
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Session Rooms & Chairs 
 

 October 20, Thursday 

 Contents Room Chair 

09:00~10:20 

Opening Session 
Keynote Speech Session#1 Sun flower 

Han Suk Choi 
(Mokpo National 

University) 

Invited Talk Sun flower Junyoung Heo 
(Hansung University) 

10:20~10:40 Coffee Break 

10:40~12:00 

Poster Session Sun flower 

Kyungbaek Kim  
(Chonnam National 

University) 
Hyukro Bark 

(Chonnam National 
University) 

Regular Papers Session I Tapo Chao A  
Lee Chilwoo 

(Chonnam National 
University) 

Regular Papers Session II Tapo Chao B  
Seok won Jung 

 (Mokpo National 
University) 

12:00~13:30 Lunch Time 

13:30~14:10 Keynote Speech Session #2 Sun flower Jiman Hong 
(Soongsil University) 

14:10~15:30 

Design Exhibition Session Sun flower - 

Regular Papers Session III Tapo Chao A  Rim KwangCheol 
(Chosun University) 

Regular Papers Session IV Tapo Chao B  R. Young Chul Kim 
(Hongik University) 

15:30~16:00 Coffee Break 

16:00~17:30 

Design Exhibition Session Sun flower - 

Regular Papers Session V Tapo Chao A  
Hyun Seung Son 
(Mokpo National 

University) 

Regular Papers Session VI Tapo Chao B  Myunggwon Hwang 
(KISTI) 

 
 
 
 



Korean Institute of Smart Media│SMA2022 

SMA2022, # 9, October 19~22, 2022, World Resort, Saipan, USA 

 
 October 21, Friday 

 Contents Room Chair 

09:00~12:00 Design Exhibition Session Sun flower - 

09:00~10:40 Session Chairs / Program 
Committee Meeting Woongjin  

Han suk Choi 
(Mokpo National 

University) 

10:40~12:00 SMA Steering Committee 
Meeting Woongjin  

Gueesang Lee 
(Chonnam National 

University) 

12:00~13:30  

13:30~17:30 Design Exhibition Session Sun flower - 

13:30~16:00 
Panel Discussion  

- 4th Industrial Revolution and 
Smart Media 

Woongjin  

Han Suk Choi 
Junyoung Heo 
 Gueesang Lee 

Pan-koo Kim 
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ABSTRACT 

Since the project is separately carried out with requirements and 

development, it is required to accurately analyze the requirements. 

In Requirement Engineering, it is very difficult to define 

requirement Specifications that is based on natural language for a 

project. We propose a template-mechanism for generating code via 

UML diagrams from natural language-based requirements by 

analyzing software requirements adapting with Abbot’s textual 

analysis and Fillmore’s semantically linguistic way. We expect this 

method to help develop software that is reflected by the 

requirements very completely. In near future, we need to generate 

smart codes with learning natural language based requirements.    

KEYWORDS 

Requirement Engineering, Abbot’s heuristics, Fillmore’s Case-

grammar  

1 INTRODUCTION 
In 2022, Korea government amends Software Promotion Act such 

that a business with a total business size of 500 million won or more 

among software businesses pursuant to Article 2, No. 3 of the 

Software Industry Promotion Act shall be ordered separately[1]. As 

the separate ordering law for software design and implementation 

is passed, the importance of SW requirements and SW design is 

increasing. One important issue is how to implement source codes 

with satisfying customer requirements more accurately without the 

redundancy of requirements.  

However, the methods of eliciting and analyzing the 

requirements are still insufficient on the software development 

lifecycle, which is due to the characteristics of the requirements. In 

the early stage of software development, many stakeholders present 

their own expectations and opinions about software [2]. When 

clients and stakeholders elicit software requirements, they 

incorporate their thoughts and expectations into the requirements 

through human language, i.e., natural language.  

Therefore, Natural language based requirements may be 

ambiguous due to the inherent characteristics of natural language. 

In addition, due to the lack of understanding of the software product, 

requirements with different sentence types but similar semantically 

may be generated. 

This paper proposes a method to reduce redundancy of 

requirements and improve ambiguity in the process of deriving 

requirements made in natural language. Hopefully, this method will 

reduce the required cost of software development.  

We mention this paper as follows. Chapter 2 refers to related 

works and studies. Chapter 3 remarks about the code generation 

approach with natural language Requirements. Finally, we remark 

expectation and limitation with the conclusion.  

2 Related Works 

2.1 Fillmore’s semantic analysis 

Figure 1. Fillmore's Case Grammar for Use-case Extraction 
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In 1968, Fillmore's initial paper proposed six cases. Fillmore 

defines the semantic role of words, which are elements of a 

sentence, along with structural analysis, and analyzes the sentence 

through this method [3]. Therefore, the semantic relationship 

between words is analyzed centering on the predicate (verb) in the 

sentence to indicate the relationship between the sentence elements.      

Park's research proposed a new case mechanism by applying it 

to the case of software requirements [4]. Figure 1 shows the way 

that improved Fillmore’s case-grammar for use-case extraction. In 

adapting UML mechanism with the improved case grammars, 

centering on the main verb is classified together with the arguments 

(nouns) in a sentence. 

2.2 Abbott’s Textual Analysis 

Abbott’s Heuristics is suitable method for identifying initial objects 

of the software from the sentences. Figure 2 shows the mapping 

Part of speech to component of the high-level design model for 

requirement analysis[5]. 

 

3 Code Generation Approach with Natural 

Language Requirements 

3.1 Natural Language Requirement Specification 

In chapter 3, we explain our approach to use an example of the 

smart door lock system as a natural language requirement 

specification. Figure 3 shows the requirements document for a 

smart door lock system in natural language. The natural language 
Figure 4. Code Generation Process from Natural Language with Naming Traceability 

Figure 2. Abbott's Heuristics for Mapping Part of Speech 

Figure 3. Requirement Specification using Natural Language 

… 

① 

② 

① 
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sentences usually refer to the opinions or needs of stakeholders. 

However, before analyzing the requirements, the meanings of 

sentences are ambiguous, and there are semantically similar or 

conflicting between sentences [5]. Therefore, these requirements 

documents should be redefined through analysis as requirement 

sentences necessary for development.  

The box ①, ② shows that the case of how to lock up the device 

by different conditions. We put ‘O’ for objects and ‘M’ for method 

that we can extract from the requirement. These conditions can be 

used for designing the software to implement. 

3.2 Code Generation Process from Natural Language 

The nouns acting as subjects or objects, and the main verbs 

representing the main action of the requirement. In this paper, we 

show how to apply mechanism in each process by extracting some 

parts of the requirements in figure 3. We focused on the main 

elements of the requirement sentence. Figure 4 show the process 

how to generate code from natural language by tracing names [6]. 

Step 1: Natural Language Requirement Analysis 

The first part of the document mentions the configuration of the 

system. In this configuration, the smart door lock system speaks the 

name of this software. Other nouns mentioned are objects of this 

system and refer to how each object in the system performs its task. 

We visualize the elements of a sentence using Stanford Parser to 

analyze the sentence structure of the requirements. 

Figure 5 shows the structure analysis result of requirement by 

Stanford parser.  Identifying right structure of the requirement is 

key to the code generation process. Stanford parser parses the 

requirement sentence to extract dependency between the elements 

of the sentence. In figure 5, warns is the main verb of the 

requirement sentence. The word “warn” is VBZ. It is a simple verb 

present tense, indicating the prototype of the verb. Stanford parser 

found the main verb by extracting the dependency of the sentence 

structure. The common noun (NN) in front of the main verb is the 

subject of the corresponding sentence and becomes the subject of 

the main verb action. This result will be used in step 2 and step 3.  

Step 2: Generating Use case by Fillmore’s case grammar 

In Step 2, we extract the main verb and the noun that performs 

the main verb based on the analyzed requirements. A requirement 

sentence must have 2 or more nouns. Currently, we apply Fillmore's 

Case-grammar technique to identify the roles of each sentence 

element and classify the sentence elements according to the 

identified role. Then, the subject (noun) accompanying the main 

verb can be identified, and several nouns centered on the verbs are 

connected in the form of a node. The connected nodes are 

represented as in figure 6 with the verb as the center, and nouns of 

the same form are merged to create a use-case diagram.   

Step 3: Generating Sequence Diagram by Abbott’s Heuristics 

In step 3, we generate a sequence diagram by using Abbott's 

Heuristics theory. Abbott's research emphasizes the importance of 

connections between entities. This is because the entity object 

contains more information about that software. Furthermore, 

according to Abbott's heuristic, association of objects is identified 

by examining verbs and verb phrases that indicate states [7]. 

Figure 5.  Requirement Structure by Stanford Parser 

Figure 6. Applying Fillmore's Case grammar Method to Extract Usecase Diagram 

Extracting 
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First, we identify the type of entity objects in the requirement 

statement. Based on the structural analysis results analyzed in step 

1, we analyze each noun as an object and a verb as a method that 

performs between objects. After identifying the object of the 

requirement sentence, we identify the verbs between the objects.  

At this time, we don’t track of how the data or information 

comes and goes but the functions that is performed by the verbs are 

expressed by the name of the verb. Then, we put all together in the 

form of a sequence diagram, it represents as a sequence diagram as 

shown in the figure at the bottom of figure 7. 

Step 4: Generating skeleton codes 

In step 4, we create a code template based on the designs created 

in the previous steps. Each element created in the previous steps is 

used as a material (class name, function name, variable name, 

object name) for generating code templates. Figure 8 shows 

generated code template result. It contains class names, method 

name from objects and message flows in the sequence diagram. 

4 CONCLUSIONS 
Even though there is a limit of the Requirement based on natural 

language, our approach finds to generate high-level design from 

natural language. In this time, we focus on natural language-based 

requirements in requirement engineering, which works on how to 

automatically generate code with natural language based 

requirements. To do this, we adapt requirement engineering with 

Abbot’s textual analysis and Fillmore’s semantically linguistic way.  

 We propose a template-mechanism for generating code via 

UML diagrams from natural language-based requirements by 

analyzing software requirements adapting with Abbot’s textual 

analysis and Fillmore’s semantically linguistic way. We expect this 

method to help develop software that is reflected by the 

requirements very completely. In near future, we need to generate 

smart codes with learning natural language-based requirements. 
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Figure 7. Applying Abbott's Heuristics Method to Extract Sequence Diagram 

Figure 8. Skeleton Code  Generation 
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