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Abstract 

The current software code is becoming increasingly complex. One of the methods for managing software 

quality is requirements analysis and management. However, when specifying natural language-based 

requirements, it can be challenging to precisely define and extract meaning. In this study, we aim to address 

this issue using natural language analysis (Fillmore's semantic analysis) within the requirements analysis 

mechanism. We apply the C3Tree model from previous research to transform complex sentences into simpler 

ones. We conduct syntactic analysis of natural language sentences using the Stanford Parser to identify the 

most basic morphemes. Subsequently, we perform semantic analysis of the parsed sentences based on 

Fillmore's Case Grammar to extract their meanings. We aim to enhance the quality of software design by 

generating UML sequence diagrams based on natural language requirements analysis. Additionally, we plan 

to use these sequence diagrams as a basis for extracting interactions between objects within the Cartoon 

system in the future. 
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1. Introduction 

The current software code is becoming increasingly complex and extensive. For effective software quality 

management, it is crucial to analyze and manage requirements, design, and implementation. However, there is 

a problem with not properly formalizing requirement specifications, often documented informally during 

software development[1]. Furthermore, if implementation is done without going through the design process, 

the quality of the implementation may also suffer.  

There is a growing trend in using natural language analysis techniques for requirements analysis. In this 

study, we aim to address these issues by analyzing natural language requirements using tools such as Stanford 

Parser based on Fillmore's Case Grammar and Chomsky's Syntactic Structure, as well as the C3Tree model 

[2,3]. Subsequently, we intend to utilize the analyzed results to create sequence diagrams and implement 

solutions to the problems at hand. 

 
 

2. Related Works 

2.1 Previous Natural Language Analysis Study 

Natural language analysis techniques used in the mechanism of this study include Fillmore's Case Grammar, 

Stanford Parser based on Chomsky linguistics, and the C3Tree model. Fillmore's Case Grammar is used to 
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analyze the meaning of words in sentences, while the Stanford Parser conducts syntactic analysis of sentences. 

The C3Tree model simplifies complex compound or compound-complex sentences into simpler ones. 

2.1.1 Fillmore's Case Grammar 

Fillmore's Case Grammar is a grammar framework developed by Fillmore. It analyzes the semantic 

relationships of words within sentences, primarily focusing on verbs and their roles, such as subject and object. 

Table 1 summarizes Fillmore's Case Grammar, redefined in previous research [1]. 

 

Table 1. Redefined Fillmore's Case Grammar 

Case Definition 

Actor The instigator of the event/action. 
Counter Actor The force or resistance against which an action is carried out 
Object The entity which moves or changes or whose existence is in consideration 
Theme The subjective entity of Object 
Result Entity that comes into existence as a result of the action 
Source Origin of object 
Instrument Facility used in carrying out an event 
Experiencer Entity that receives or accepts or experiences or undergoes the effect of an action 
Goal Destination of object 

 

Based on the Cases presented in Table 1, this study proceeds with the semantic analysis of sentences. 

 

2.1.2 Stanford CoreNLP Parser 

Stanford CoreNLP Parser is a natural language processing software developed by Stanford University. The 

Stanford Parser analyzes the grammatical structure of sentences, determining which words serve as the subject 

or object of a verb and more. The following image illustrates the analysis results of the example sentence, "I 

love you." 

 

 

Figure 1. Analysis example using Stanford CoreNLP 

"I" and "you" are classified as PRP, corresponding to nouns. In the given sentence, "love" is classified as 

VBP, indicating it's a verb and can be considered a "Message" in the sequence diagram. In this study, natural 
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language analysis is conducted through syntax analysis, like the example described above. 
 

 

3. Sequence Diagram Generation from Natural Language-based Requirements 

3.1 Sequence Diagram Generation from Natural Language-based Requirements Process 
 

 

Figure 2. Mechanism Process Chart 

 

Figure 2 is a diagram of the process configuration of the source code generation mechanism. It involves 

simplifying requirements into shorter sentences, conducting syntax analysis, and performing semantic analysis 

on the parsed sentence using Fillmore's Case Grammar. Subsequently, this process leads to the generation of 

sequence diagrams. Below, Figure 3 represents a crosswalk requirement. 

 

 

Figure 3. Natural Language Requirements 

 

This requirement is analyzed using the process proposed in this study's mechanism, and based on the results, 

a sequence diagram is generated. 

 

3.1.1 Syntax analysis using Stanford CoreNLP Parser 

To create a sequence diagram, you need objects and messages. To extract these elements from natural 

language requirements, a natural language analysis process is required. Sentences consisting of double or 

complex sentences have the problem of making it difficult to analyze requirements. Therefore, the C3Tree 

model is used to simplify sentences into simpler forms. 

The simplified sentences are subjected to syntax analysis using the Stanford Parser following Chomsky's 

approach. This analysis involves identifying messages in the sequence diagram and locating nouns. The 

following image provides an example of syntax analysis using the Stanford Parser. 
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Figure 4. R2 Requirements Parsing Results 

 

In Figure 4, the nouns corresponding to objects are "server" and "traffic light". The verb corresponding to 

the message is "turns". Therefore, in this natural language requirement, the words corresponding to the 

Message and objects are "turns" and "server," "traffic light," respectively. 

Next, like the previous steps, we perform semantic analysis of the sentence that conducted syntax analysis 

using Fillmore's Case Grammar. Figure 5 is an example of the analysis of the R2 requirement sentence. 

 

 

Figure 5. Results of Applying Case Grammar to R2 Requirements 

 

In the R2 requirement, the entities used as objects are "server," serving as an Actor, and "traffic light," 

serving as a Theme. Similarly, using Fillmore's Case Grammar, we identify the necessary objects within the 

sentence for the sequence diagram. Therefore, in the analysis of the natural language requirement using 

Stanford Parser and Fillmore's Case Grammar, the objects are "server" and "traffic light," and the Message is 

"turn". 

The image below represents the results of conducting the same analysis process as the R2 requirement, 

including implementing a sequence diagram and source code. 
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Figure 6. Sequence Diagram and Implementation results based on Requirements Analysis 

 

4. Conclusion 

The current problem lies in the informality and lack of standardization in requirements, and this paper 

addresses this issue by proposing a mechanism for generating sequence diagrams through requirements 

analysis. By using the mechanism proposed in this study, it first enables the analysis of unstructured 

requirements. Second, it facilitates the generation of precise sequence diagrams and code implementation 

based on the analyzed results, grounded in accurate requirements. 

Through this, it is anticipated that in project development environments where requirements are not 

properly organized, high-quality code can be produced through accurate requirements analysis. In the future, 

we aim to implement the mechanism proposed in this study, aiming to contribute to the software market. 
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