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Call for Papers “Towards Super-Giant and Hyperscale AI” 
The 12th International Conference on Green and Human Information Technology is the unique global conference for researchers, industry professionals, 

and academics who are interested in the latest development of green and human information technology. This year’s conference theme is “Towards Super-

Giant and Hyperscale Artificial Intelligent.” The latest technologies of Super-Giant and Hyperscale AI are already pervading our life every single day such 

as Chat-GPT, regardless of our recognition. They give us big challenges and great opportunities at the same time. Centering on this theme, we provide an 

exciting program: hands-on experience-based special sessions covering research issues & directions with applications from both theoretical and practical 

viewpoints. The conference will also include plenary sessions, technical sessions, and workshops with exhibition. The topics include, but are not limited to: 

• Green Information Technology 
- Green Technology & Energy Saving  
- Green Computing & Green IT Convergence and Applications 

  
• Communication and IoT 
 - Communications & Networks  
 - Optical & Visual Light Communication  
 - Ad-hoc & Sensor Networks  
 - M2M/IoT & Ubiquitous Computing  
 
• Computer and Network Security 

 - Wireless and Mobile Security 
 - Internet of Things Security 
 - Applied Cryptography 
 - Security in Big Data and Cloud Computing 
 
• Multimedia and Signal Processing 
 - Multimedia Processing &  
 - Smart Media Technology  
 - Speech and Signal Processing  
 - Computer Vision and Image Processing  
 
• AI & Big Neural Network 
 - Automatic Control & Neural Network and Fuzzy  
 - Artificial Intelligence & HCI 
 - Intelligent Robotics and Transportation & HRI 
 - Brain Science and Bioengineering 
 
• SW/HW Design, Architecture & Development  
 - Architecture & Protocols  
 - Sustainable Sensor Networks  
 - Information-centric Sensor Networks  
 - Blockchain-based Secure Sensor Networks  
 - AI-based Self-evolving Sensor networks 

- Sensor/RFID Circuit Design 
 - System on Chip (SoC) 
 - IC System for Communication 
 

Contacts 
Jinhong Kim at (jinhkm@pcu.ac.kr) 

(EDAS) Young-Hoon Park (yh.park@sookmyung.ac.kr) 

 

 
 
 

Information for Authors  
• Submitted papers are subject to a blind reviewed process handled by an 

international technical program committee. An author of an accepted paper must 

be registered at full rate prior to uploading the camera-ready version. 

• Papers must adhere to page limits as follows; Regular and Work-in-progress 

papers (4 pages) | Workshop paper (4 pages) 

• Detailed information is in the web site (http://icghit.org/). 

 
Important Dates 
• Deadline for regular / work-in-progress paper: Nov. 15, 2023 

• Deadline for workshop paper: Dec. 15, 2023 

• Notification of acceptance of regular paper: Nov. 30, 2023 

• Notification of acceptance of work-in-progress paper: Nov. 30, 2023 

• Notification of acceptance of workshop paper: Dec. 20, 2023 

• Deadline for camera-ready paper: Dec. 15, 2023 

• Deadline for camera-ready workshop paper: Dec. 30, 2023 

• Deadline for early registration: Jan. 07, 2024 

 
Journal Publications 

Extended versions of selected quality papers will be published in the special issues 

of SCI(E) and Scopus journals after reviews and revisions. 

 
Call for Workshop & Exhibition Proposals 

ICGHIT 2024 will be hosting workshops or special sessions any research group. If 

anyone interested in organizing a workshop, please, contact to contact Sungwook 

Park (swpark@gwnu.ac.kr) or Soohyun Park (shpark21@kookmin.ac.kr). 

 
Best Paper Awards 

ICGHIT 2024 will present the Best Paper Awards to the authors of selected 

outstanding papers. 

 
Sponsored by  



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Technical Program Committee Members: 

Duckki Lee (Yonam Institute of Technology, Korea) 

Hoo-Jin Lee (Hansung Univ., Korea) 

Woontack Woo (KAIST., Korea) 

Franklin Bien (UNIST, Korea) 

Vo Nguyen Quoc Bao (Posts and Telecommunications Institute of 

Technology) 

Truong Xuan Tung (Le Quy Don Tech. Univ., Vietnam) 

Nguyen Quoc Dinh (Le Quy Don Tech. Univ., Vietnam) 

Le Minh Thuy (HaNoi University of Science and Technology) 

Dao Thanh Toan (University of Transport and Communications) 

Nguyen Van Trung (Le Quy Don Tech. Univ., Vietnam) 

Tran Thi Thu Huong (Le Quy Don Tech. Univ., Vietnam) 

Nguyen Minh Giang (Le Quy Don Tech. Univ., Vietnam) 

Nguyen Tuan Hung (Le Quy Don Tech. Univ., Vietnam) 

Hyeonsang Eom (Seoul National Univ., Korea) 

Kyusung Shim (Hankyong National Univ., Korea) 

Jungwoo Ryoo (Penn State Univ., USA) 

Chin Ji Jian (Multimedia Univ., Malaysia) 

Moon S. Lee (Univ. of Luxembourg, Luxembourg) 

Taekyoung Kwon (Yonsei Univ., Korea) 

Rajkumar Kettimuthu (Argonne National Lab., USA) 

Noel Tay Nuo Wi (Tokyo Metropolitan Univ., Japan) 

Seung-Hun Jin (ETRI, Korea) 

Tekin Bicer (Argonne National Lab., USA) 

Tom Oh (Rochester Institute of Technology, USA) 

Le Sun (Nanjing Univ. of Info. Science & Technology, China) 

Sarhan Musa (Prairie View A&M Univ., USA) 

Shivani Sud (Intel, USA) 

Tan Tran Duc (Vietnam National Univ., Vietnam) 

Sweety Chauhan (Microsoft, USA) 

Wathiq Mansoor (Univ. of Dubai, UAE) 

Young B. Choi (Regent Univ., USA) 

Tan Syh Yuan (Multimedia Univ., Malaysia) 

Byeungwoo Jeon (SungKyunKwan Univ., Korea) 

Sansanee Auephanwiriyakul (Chiang Mai Univ., Thailand) 

Eun Sung Jung (Hongik Univ., Korea) 

Tingjun Xie (Univ. of Virginia, USA) 

Tudor Palade (Technical Univ. of Cluj-Napoca, Romania) 

Pang Ying Han (Multimedia Univ., Malaysia) 

Hyung-Woo Lee (Hanshin Univ., Korea) 

Wonsoo Kim (Texas Instruments, USA) 

Claudia Linnhoff-Popien (Institut für Informatikm, Germany) 

Goh Hock Guan (Universiti Tunku Abdul Rahman, Malaysia) 

Lim Kian Ming (Multimedia Univ., Malaysia) 

Pham Viet Hung (Vietnam Maritime Univ., Vietnam) 

Nalini Iyer (KLE Technological Univ., India) 

Renny Badra (Universidad Simón Bolívar, Caracas, Venezuela) 

Geong Sen Poh (MIMOS Berhad, Malaysia) 

Jianping He (Penn State Univ., USA) 

Junbeom Hur (Korea Univ., Korea) 

Tee Connie (Multimedia Univ., Malaysia) 

Thumrongrat Amornraksa (KMUTT, Thailand) 

Hoang Van Xiem (Vietnam National Univ., Vietnam) 

Lee Chin Poo (Multimedia Univ., Malaysia) 

Vineet Kumar (CG Power and Industrial Solutions, India) 

Chom Kimpan (Panyapiwat Institute of Management, Thailand) 

Michele Fiorini (The IET Council Chairman, Italy) 

Roy Chang (Multimedia Univ., Malaysia) 

Seon Wook Kim (Korea Univ., Korea) 

Jayabalan Sudharsan (MRIET, India.) 

Bok-Min Goi (Universiti Tunku Abdul Rahman, Malaysia) 

Muazzam Khattak (NUST, Pakistan) 

Junseok Lee (ETRI, Korea) 

Thai Son Nguyen (Tra Vinh Univ., Vietnam) 

Anil Dubey (Poornima Institute of Eng. & Technology, India) 

Renny Badra (Universidad Simon Bolivar, Venezuela) 

Goh Kah Ong Michael (Multimedia Univ., Malaysia) 

Cheol-Min Park (NIMS, Korea) 

Rashid Mehmood (King Abdul Aziz Univ., Saudi Arabia) 

Tammam Tillo (Libera Univ. of Bozen-Bolzano, Italy) 

Piotrowski Zbigniew (Military Univ. of Technology, Poland) 

Bui Huu Phu (HCMUTE, Vietnam) 

Bok-Min Goi (Universiti Tunku Abdul Rahman, Malaysia) 

 

General Co-Chairs: 

Kyutae Lee (Kongju National Univ., Korea) 

Hyunsik Ahn (Tongmyong Univ., Korea) 

Tran Xuan Nam (Le Quy Don Tech. Univ., Vietnam) 

Organizing Co-Chairs: 

Byung Seo Kim (Hongik Univ., Korea) 

Ta Chi Hieu (Le Quy Don Tech. Univ., Vietnam) 

International Advisory Co-Chairs: 

Yongsoo Choi (Shinhan Univ., Pres. Of IEIE CIS, Korea) 

TBA (Vietnam) 

Local Management Co-Chairs: 

Sang-ug Kang (Sangmyung Univ., Korea) 

Mai Van Ta (Le Quy Don Tech. Univ., Vietnam) 

Nguyen Thuy Linh (Le Quy Don Tech. Univ., Vietnam) 

Nguyen Tien Phat (Le Quy Don Tech. Univ., Vietnam) 

International Journal Co-Chairs: 

Wai-Kong Lee (Universiti Tunku Abdul Rahman, Malaysia) 

Eunsung Jung (Hongik Univ., Korea) 

Muhammad Atif Rehman (Manchester Metropolitan Univ., UK) 

International Cooperation Co-Chairs: 

Rehmat Ullah (Cardiff Metropolitan Univ., UK) 

Dinh-Hieu Tran (Nokia Bell Labs, France) 

Hoang Van Phuc (Le Quy Don Tech. Univ., Vietnam) 

Publication Co-Chairs: 

Soyoung Rho (Wolsong Books Co., Korea) 

Kiyoung Lee (Incheon Univ., Korea) 

Finance & Administration Chair: 

Alexis Jinhong Kim (Paichai Univ., Korea) 

Promotion Co-Chairs: 

Yong-Gyu Jung (Eulji Univ., Pres. of IEIE CIS, Korea) 

DoHyun Kim (JeJu Nat’l Univ., Korea) 

Industrial Cooperation Co-Chairs: 

Sungchul Yu (SsangYong Info. & Comm, Co, Korea) 

Trinh Quang Kien (Le Quy Don Tech. Univ., Vietnam) 

Workshop Co-Chairs: 

Sungwook Park (GangneungWonju Nat. Univ., Korea) 

Soohyun Park (Kookmin Univ., Korea) 

TBA (Vietnam) 

Steering Committee: 

Beongku An (Hongik Univ., Korea) 

Seungcheon Kim (Hansung Univ., Korea) 

Moonsik Kang (GangneungWonju Nat. Univ., Korea) 

Seong Oun Hwang (Gacheon Univ., Korea) 

Technical Program Committee Co-Chairs: 

Young-Hoon Park (Sookmyung Women’s Univ., Korea) 

Kyusung Shim (Hankyong National Univ., Korea) 

Salah Ud Din Muhammad (Hongik University) 

Luong Duy Manh (Le Quy Don Tech. Univ., Vietnam) 

 Ivan Ku (Multimedia Univ., Malaysia) 

 Kyung-Rak Sohn (Korea Maritime and Ocean Univ., Korea) 

 Hong Min (Hoseo Univ., Korea) 

 Ji-Jian Chin (Multimedia Univ., Malaysia) 

 Dongseop Lee (EzInno Lab Co. Ltd., Korea) 
 

Committee Members 

 Gnana Swathika (Vellore Institute of Technology, India) 

Tho Quan (HCMUT, Vietnam) 

Md Shohel Sayeed (Multimedia Univ., Malaysia) 

Ali Reza Masoum (Urmia Univ. of Technology, Iran) 

Quoc Huy Nguyen (Saigon Univ., Vietnam) 

Justinian Anatory (Univ. of Dodoma, Tanzania) 

Afizan Azman (Multimedia Univ., Malaysia) 

Woomin Hwang (NSRI, Korea) 

Ong Thian Song (Multimedia Univ., Malaysia) 

Gilbert M. Tumibay (AUF, Philippines) 

Shing Chiang Tan (Multimedia Univ., Malaysia) 

Navneet Agrawal (MPUAT, India) 

Derya Yiltas (Istanbul Univ., Turkey) 

Yap Wun She (Universiti Tunku Abdul Rahman, Malaysia) 

Myung-Sup Kim (Korea Univ., Korea) 

Dayu Kao (Central Police Univ., Taiwan) 

Jiwa Abdullah (Universiti Tun Hussein Onn, Malaysia) 

Stenio Fernandes (Federal Univ. of Pernambuco, Brazil) 

Parinya Sanguansat (Panyapiwat Institute of Management, 

Thailand) 

Jiwa Abdullah (Univ. Tun Hussein Onn Malaysia, Malaysia) 

Taehwa Han (Yonsei Univ. Health System, Korea) 

Jaeseok Kim (Yonsei Univ., Korea) 

Jun Yan (Nanjing Univ. of Posts and Tele., China) 

Yong-Gyu Jung (Eulji Univ., Korea) 

Chiung Ching Ho (Multimedia Univ., Malaysia) 

Derya Yiltas-Kaplan (Istanbul Univ., Turkey) 

Shahid Butt (NUST, Pakistan) 

Gnana Vathanam (VIT Univ. Chennai Campus, India) 

Ronnel Atole (Partido State Univ., Philippines) 

Wai-Kong Lee (Universiti Tunku Abdul Rahman, Malaysia) 

Muhammad Usman Akram (NUST, Pakistan) 

Yan-Ming Cheng (Beihua Univ., China) 

Jang-Geun Ki (Kongju National Univ., Korea) 

Ivan Ku (Multimedia Univ., Malaysia) 

Kyung-Rak Sohn (Korea Maritime and Ocean Univ., Korea) 

Hong Min (Hoseo Univ., Korea) 

Ji-Jian Chin (Multimedia Univ., Malaysia) 

Dongseop Lee (EzInno Lab Co. Ltd., Korea) 

Shing-Chiang Tan (Multimedia Univ., Malaysia) 

Jiyoung King (Dankook Univ., korea) 

SangYep Nam (Kookje Univ., Korea) 

Jong-Yun Kim (Kyungdong Univ., Korea) 

Sungchul Yu (LG Hitachi Ltd., Korea) 

Sejong Kim (SJ Telecom, Korea) 

Chibong Song (Wavers Co., Korea) 

Bongsang Suh (All4land, Korea) 



XXX-X-XXXX-XXXX-X/XX/$XX.00 ©20XX IEEE 

Applied practice on Mapping both the Associated 
3D Drawing in BIM and Crack with AR Device 

 

Gyeong Chan Mun  
Software Engineering Laboratory  

Hongik University  
Sejong, Korea 

chad_moon@g.hongik.ac.kr

Chansol Park 
Software Engineering Laboratory 

Hongik University 
Sejong, Korea 

c2193102@g.hongik.ac.kr 

Woo Sung Jang 
Software Engineering Laboratory 

Hongik University 
Sejong, Korea 

uriel200@hongik.ac.kr

Jihoon Kong 
Research Institute 

Toonsquare  
Seoul, Korea 

john.tooning@toonsquare.co 

R. Young Chul Kim 
Software Engineering Laboratory 

Hongik University 
Sejong, Korea 

bob@hongik.ac.kr 

Abstract— Currently, we must inspect a huge artificial 
bridge for regular maintenance. The current safety inspection 
of the bridge is manually checked and recorded by the inspector 
[1]. The problem with this method is that he/she is exposed to 
risks at the dangerous site. To solve this problem, we propose a 
maintenance inspection method of mapping the BIM 3D 
drawing and a crack area based on augmented reality 
technology. Through augmented reality-based safety checks, a 
manager quickly makes a decision to respond to problems in the 
damaged area for workers' safety and also records data 
immediately. With this approach, he/she expects to make 
maintenance decisions directly on site.   

Keywords— Inspection , Augmented Reality, Mapping , BIM 3D 

I. INTRODUCTION  

Currently, many bridges must make regular inspections 
and maintenance. In the safety inspection method of the huge 
bridge, the inspector directly checks the safety through 
manually inspecting it. This work is exposed to risk, and 
cannot guarantee the accuracy. In particular, it is difficult for 
managers to quickly identify problems in the damage field, 
making it difficult to solve problems immediately. To  solve 
this, we propose a mapping method of the BIM 3D drawings 
and a crack area with augmented reality devices for crack 

inspection. We can reduce the risk of workers' work,   increase 
the accuracy. Managers can also quickly identify and respond 
to problems in the crack field. The inspector makes 
maintenance decisions immediately with this information. 
This paper is as follows. Chapter 2 mentions the entire process, 
the definition of classification codes, the indexing of bridge 
information, the DB design that stores it, and the method of 
transmitting and receiving heterogeneous data as related 
research. Chapter 3 explains the mapping of BIM and a crack 
with augmented reality. Chapter 4 shows how to implement 
that. Finally, chapter 5 mentions conclusions and further 
studies. 

II. RELATED WORKS 

A. Our whole development process 

Figure 1 is the entire process. We generate a classification 
code by recognizing a QR code on HoloLens 2. We propose a 
mechanism to simply modify and add the crack information at 
the location corresponding to the classification code generated 
in the DB and output it along with the BIM 3D drawing. This 
increases the safety and accuracy of bridge safety inspections. 
Our remote maintenance system allows managers to quickly 
determine whether it is dangerous or not at the inspection site. 

 
Fig. 1. Our whole Development Process 



B. Code Definitions for Bridge classification 

TABLE I.  CLASSIFICATION CODE FORMAT 

Classification Code Format 

[Section Number]-[Spot code]-[Spot classification Number]-
[ Building components type unique Number]- [ Building 

components type classification Number] 

Table 1 shows how to define the classification code of a 
bridge. We define Classification codes for each section, spot, 
and building components. One section contains multiple spots. 
One spot contains multiple components. The same spot exists 
in the section. The same components exist in the spot. So we 
define a unique identification number for each spot and 
components [2]. 

C. Database definition and normalization of Code 
classifications 

 

Fig. 2. Normalized DBTable Structure for Bridge information  

Figure 2 is a DB table for managing bridge drawings and 
crack conditions through HoloLens 2. We design the DB and 
propose the following crack management methods. 1) Index 
the absence information of the bridge and store it in the DB. 
2) HoloLens 2 recognizes indexing information (QR code 
information) to inquire bridge details of the DB. 3) Add, 
modify, and delete bridge details in HoloLens 2. 4) The bridge 
details are CRUD to the DB through the web API. Effective 
crack management can be achieved through this method [3]. 

D. Heterogeneous data transmission 

 

Fig. 3. Request Process of AR Application 

Figure 3 shows a heterogeneous data method in which HoloLens 
2 queries the internal DB or the external DB depending on the 
situation. We propose a heterogeneous data transmission/reception 
scheme as follows. If the Internet is not connected, information on 
the bridge is obtained through the internal DB.  When connecting to 
the Internet, the information on the bridge is obtained by inquiring 
the web DB, that is, the external DB, through the Restful API [4]. 

E. A QR code tracking application 

 

Fig. 4. AR application that tracking QR code on HoloLens2 

Figure 4 shows recognizing a QR code through HoloLens 
2 and calling the classification code. Using the Webcam 
function of HoloLens 2, after recognizing the QR code 
containing the classification code, a marker is created on the 
QR code, and the classification code is printed on the panel 
[5]. 

III. MAPPING OF BIM SYSTEM AND AR DEVICE 

A. Importing crack information from DataBase through QR 
tracking 

 
Fig. 5. Relationship between HoloLens2 and DB 

Figure 5 shows the relationship between HoloLens 2 and DB. A 
bridge safety inspection application was developed through two 
related works. The mechanism is as follows. 1) It recognizes the QR 
code and sends a request to the web API server through the 
classification code. 2) The API server sends a query to the DB to 
receive the location and crack information corresponding to the 
classification code. 3) The received information is transmitted to the 
HoloLens 2. 

 
Fig. 6. Crack information panel  



 

Fig. 7. Crack information edit panel  

Figures 6 and 7 are output panels that output the called location 
and crack information on HoloLens 2 and crack information 
modification panels that can modify the information. Crack 
information called from DB can be output and shown and can be 
easily modified and added. 

B. Converting Industry Foundation Classes(IFC) to Digital 
Asset Exchange(DAE) 

 
Fig. 8. Industry Foundation Classes(IFC) to Digital Asset Exchange(DAE) 

Process 

Figure 8 is a diagram showing how to upload IFC files, the 
standard format of the BIM model, to HoloLens 2. Unity, which is 
linked to HoloLens 2, cannot import and output IFC files. Therefore, 
Unity converts it into a compatible DAE format file. You can upload 
the converted DAE file and output it to HoloLens 2. 

 
Fig. 9. IFC file before conversion 

 
Fig. 10. Model information and photos after conversion to DAE file on Unity 

Figure 9 shows IFC file before conversion to DAE. Figure 10 
shows that the BIM converted to DAE was uploaded to Unity. Even 
if it is converted into a DAE file and uploaded, the components and 
information of BIM are not damaged and can be modified and added 
in Unity. 

C. Mapping of BIM 3D model and Augmented Realty 
application 

 
Fig. 11. BIM 3D Model loaded with QR code on HoloLens2 

Figure 11 shows a BIM 3D model in which components and 
information are not damaged through HoloLens 2. Map the 
mechanism of the Related Works and the BIM 3D model. Through 
this, QR code recognition can recall the BIM 3D model and the crack 
information contained in the DB. 

IV. CASE STUDY 

 
Fig. 12. BIM 3D Model and Bridge information loaded with QR code on 

HoloLens2 

Figure 12 shows how Crack information and the BIM 3D model 
are mapped and outputted through QR recognition on HoloLens 2. It 
outputs the information of the Crack and the BIM 3D model taken 
from the DB. Through this, location information such as the section, 
point, and absence of the bridge indicated by the classification code 
contained in the QR code can be found, and information can be 
simply modified and added. A safe and accurate real-time remote 
inspection environment can be expected at the bridge safety 
inspection site. 

 

V. CONCLUSION AND FUTURE RESEARCH 

We propose the mapping of augmented reality devices and BIM 
3D drawings for the safety inspection of artificial facilities. An 
operator can inquire about crack information through an augmented 
reality device and simply modify and add it to the DB. In addition, 
information can be inquired more accurately by printing BIM 3D 
drawings. Through this, the information of the bridge can be safely 



and accurately checked with the augmented reality device in the field 
and maintenance decisions can be made immediately by the work 
determiner through the comparison of cracks with the 3D drawing of 
the bridge. In the future, meta-modeling will allow it to be linked to 
several augmented reality devices, including HoloLens 2. 

It is expected that the safety inspection site will be able to conduct 
safety inspection and maintenance by selecting augmented reality 
devices according to the field situation. 
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