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Abstract  

 Currently, generative artificial intelligence is a hot topic around the world. Generative artificial 

intelligence creates various images, art, video clips, advertisements, etc. The problem is that it is very difficult 

to verify the internal work of artificial intelligence. As a requirements engineer, I attempt to create a toon 

image by applying linguistic mechanisms to the current issue. This is combined with the UML object model 

through the semantic role analysis technique of linguists Chomsky and Fillmore. Then, the derived properties 

are linked to the toon creation template. This is to ensure productivity based on reusability rather than 

creativity in toon engineering. In the future, we plan to increase toon image productivity by incorporating 

software development processes and reusability. 

 

Keywords: Toon Engineering, Software Engineering, Unified Modeling Language, Natural Language Analysis 

 

1. Introduction 

Recently, interest in generative artificial intelligence based on deep learning is increasing. These artificial 

intelligence tools are developing by generating sentences, writing, calculations, criticism, and images through 

natural language and voice queries. In particular, the growth of text-based image creation tools (e.g. Dall-E3, 

Midjourney, ChatGPT) is notable. These tools identify the meaning of natural language queries and generate 

or synthesize various images [1]. However, these tools produce inconsistent results even with the same text 

input [2]. 

In order to improve this problem, this paper proposes a method of deriving results by applying linguistic 

analysis and software engineering design techniques through natural language queries, compared to methods 
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of generating images using artificial intelligence by inputting existing natural language sentences. . As an 

applied example, class diagrams and object diagrams among UML diagrams are applied to show the step-by-

step process required to create images from natural language sentences. 

Chapter 2 related research mentions prompts, and sentence analysis methods applied to generative artificial 

intelligence tools in natural language. Chapter 3 mentions the mechanism for generating class diagrams 

through natural language sentence analysis and generating images based on them. Chapter 4 mentions applied 

works based on our mechanism, and Chapter 5 discusses conclusions and future research. 

 

2. Related Works 

2.1 Class Diagram from Requirement Specification 

Class diagrams are a core element of UML that represents the static structure of a system. This diagram 

represents the various classes, their properties, operations, and relationships between classes. It plays an 

important role in object-oriented analysis and design, providing a detailed description of the classes of systems, 

their interrelationships, and how they cooperate. Class diagrams are widely used in software engineering to 

visualize and document class structures [3]. Class diagrams also enable developers to model inheritance, 

associations, and dependencies between classes, aiding in the creation of robust and maintainable software. By 

offering a clear depiction of the relationships within a system, class diagrams facilitate effective 

communication among team members, making them a vital tool for software engineers throughout the 

development process. 

 

 Figure 1 shows how to extract a class diagram from requirements specifications through requirements 

analysis. In the requirements analysis stage, sentences in the requirements specification are analyzed to identify 

nouns and used to define classes or fields. After all nouns are identified, entity candidates are selected from 

Figure 1. Requirement Analysis Mechanism to create Class Diagram 
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among them to finally define the entity. The identified noun is used as the class name, and the remaining nouns 

are used as class attributes. Methods are defined based on the behavior of an object and are often identified by 

a verb. After identifying entity names, properties, and methods, create a class diagram based on the derived 

information. 

2.2 Linguistic Sentence Structure and Semantic Analysis Mechanism 

The various linguistic analysis methods used to analyze sentences are largely divided into structural analysis 

methods and semantic analysis methods [4]. In particular, Fillmore's Case Grammar is a semantic analysis 

method of language that focuses on the relationship between the predicate, subject, and object in an English 

sentence [5-6]. Table 1 presents Fillmore's definition of Original Case Grammar in a table [6]. 

 

Table 1. Fillmore's Original Case Grammar Approach 

Case Description 

Agent The entity performing an action 

Instrumental The tool or means used to perform an action 

Dative The entity that receives or benefits from an action 

Objective The result or product of an action 

Factitive The location or direction of an action 

Locative The entity that is acted upon or affected by an action 

 

Fillmore's Case Grammar, a seminal approach in linguistic theory, revolutionizes the understanding of 

sentence structure by emphasizing the dynamic roles of words. It categorizes elements based on their semantic 

roles in sentences, such as Agent, Instrument, and Experiencer, offering a more nuanced interpretation of 

language beyond traditional syntax. This framework particularly highlights the significance of context in 

determining the meaning, underscoring the interplay between syntax and semantics. By elucidating these 

relationships, Case Grammar provides crucial insights for computational linguistics, aiding in the development 

of more sophisticated natural language processing algorithms. 

 

3. Requirements Analysis Process based on Linguistics Mechanisms 

In this paper, we apply a linguistic approach to extract class diagrams from requirements analysis, 

integrating structural and semantic analysis. In this process, the sentence structure is first identified through 

structural analysis, and potential nouns are identified as classes. This structural analysis involves identifying 

the components of a sentence, such as nouns, verbs, and adjectives, and analyzing them according to the 

syntactic rules of the language. Semantic analysis is then applied to understand the contextual relationships 

and roles of the identified nouns. This method helps to comprehensively extract important information within 

the requirements, and based on this, create accurate and representative class diagrams. This approach not only 

helps accurately identify classes and their properties, but also improves the overall understanding of system 

requirements, enabling efficient analysis. 

 

⚫ Step 1: Analyze a structural analysis of requirements 

Start by structurally analyzing the requirements. In this step, the structure of the sentence is identified 

and potential nouns are identified as classes. 
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⚫ Step 2: Identify nouns as class candidates 

Through structural analysis, nouns that can be expressed as classes within the system are identified. 

 

⚫ Step 3: Apply semantic analysis to identified nouns 

Apply semantic analysis to identified nouns to understand their role and contextual meaning. 

 

⚫ Step 4: Define properties and methods 

Define properties and methods for each candidate class. This step converts the abstract noun into a 

concrete class expression. 

 

⚫ Step 5: Establish inter-class relationships and hierarchy 

Determine relationships and hierarchies between classes. It includes inheritance structures and 

associations and is a key element of a class diagram. 

 

⚫ Step 6: Create a class diagram 

Create a class diagram based on all the collected information. This diagram visually represents classes, 

their properties, methods, and the relationships between classes and provides a clear overview of the 

system structure. 

 

4. Best practice of Requirements Analysis Process based on Linguistics Mechanisms 

Figure 2 shows the natural language requirements application case input. The parts of speech of natural 

language sentences extracted through Chomsky's syntactic-structure are re-analyzed through Fillmore's case 

Natural Language Requirement:  

There is a house in the forest. Harry is looking at some mushrooms in front of the house. 

Figure 2. Natural Language Requirement Prompt Example 

Figure 3. Syntactic Structure Analysis of Prompt 
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grammar. 

Figure 3 shows analysis of the input sentence using the Stanford parser. Stanford Parser applies the phrase 

structure analysis method to the input sentence and displays the part-of-speech information of each element of 

the sentence [7]. Among the extracted parts of speech, nouns are classified and the meaning of verbs and nouns 

is identified through Fillmore's Case Grammar. 

 

 

Figure 4. Creating Class Diagram from Linguistic Analysis 

Figure 4 shows the derivation of a class diagram from the analysis results using Fillmore's case grammar 

method. Agentive cases are connected to the Person class, and Locative cases are all classified into the Location 

class. Since most of the input sentences describe toon images, they are connected to Location classes such as 

place, background, etc. Other objects are mapped to the Object class and their properties are set as fields with 

names and values. Once the class diagram is created, an object diagram with the properties of the class diagram 

is created to create a toon image. 
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Figure 5. Image Generation with Generative A.I Tools 

Figure 5 shows various images that are generated by generative A.I tools. We compare images between 

tools and our software Engineering Approach with same input.  
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5. Conclusion 

In this paper, we propose a methodology for producing cartoon images, which incorporates the use of 

linguistic analysis alongside the development process of software engineering. This approach enhances 

reproducibility by making a process of  the conversion of natural language statements into visual outputs, 

employing both linguistic assessments and software engineering. A key aim of this methodology is to augment 

the efficiency and productivity of cartoon image generation, with a strong emphasis on the reusability aspect 

within the software development cycle. By integrating the software development procedures into the core 

architecture of our proposed method, we lay down a solid groundwork for future innovations in automated 

image creation. However, we acknowledge a significant constraint associated with this methodology: the 

generation of consistent pattern images necessitates a substantial collection of similar graphical assets. Despite 

this limitation, our approach offers a distinct advantage over generative AI tools, which produce images 

without revealing the internal operational details. Our method not only defines and executes intermediate 

stages but also makes the process transparent, offering insights into the underlying mechanisms of Toon image 

generation. 
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