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Abstract 

 
KLUE is a benchmark for evaluating Korean Natural Language Understanding performance. Among 

these, Yonhap News Topic Classification (YNAT) is a representative text classification task. However, 

a significant hurdle in assessing model performance and ensuring fair comparisons is the absence of a 

standard evaluation dataset. To address this, we propose a robust evaluation framework based on our 

Multi-Trial evaluation mechanism and analyze the effects of syntactic data augmentation. First, we 

construct a statistically evaluated environment by repeating the process of splitting the training data at 

an 8:2 ratio with 20 different seeds. Using this framework, we compare the performance of six pre-

trained language models (PLMs). Second, we augment news headlines into simple, compound, complex, 

and colloquial sentences, and then quantitatively analyze the impact of each sentence type on model 

performance improvement. Experimental results showed that the klue/roberta-large model, pre-trained 

in Korean, achieved the best performance, with an average Macro F1 score of 0.8703. In the experiments 

by sentence type, compound sentences showed the best performance with an average Macro F1 Score 

of 0.8636 when learning, and in the data augmentation experiments, the average Macro F1 scores for 

all types were highly similar at 0.863 and 0.8632. In conclusion, for the KLUE-YNAT task, we 

identified the most effective model architecture among the six tested and analyzed the impact of syntax-

based text data augmentation techniques on the classification models. 

 

 

Keywords: Korean Natural Language Topic Classification, Natural Language Processing 

 

1. Introduction 

Recently, Pre-trained Language Models (PLMs) 

based on the Transformer architecture have 

emerged as the preeminent and dominant 

paradigm for achieving state-of-the-art (SOTA) 

performance in the field of Natural Language 

Processing (NLP) [1, 2]. These PLMs are pre-

trained on large-scale corpora to learn the 

statistical, grammatical, and semantic patterns of 

the language, positioning them in an optimal 

state for fine-tuning on specific downstream 

tasks [2]. In this trend, the Korean Language 

Understanding Evaluation (KLUE) benchmark 

emerged to advance Korean NLP technology and 

establish standardized evaluation criteria [3]. 

Yonhap News Topic Classification (YNAT), one 

of the several tasks in KLUE, is a core Topic 

Classification (TC) task that involves classifying 
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news headlines into seven topics, such as politics, 

economy, and society. However, the KLUE-

YNAT task currently faces a critical limitation. 

Evaluation on the official test dataset was 

previously measurable only through leaderboard 

submissions, but the leaderboard’s operation has 

now been suspended. This situation requires 

using the validation dataset as the test dataset and 

necessitates creating a new validation set by 

splitting the training dataset. This leads to 

evaluations that are dependent on data splits, 

thereby reducing reliability. Furthermore, given 

that not all PLMs exhibit identical performance 

on KLUE-YNAT TC, it is necessary to select the 

most suitable model architecture. Moreover, the 

YNAT dataset is confined to a limited data type, 

news headlines. This may limit its ability to 

demonstrate robust performance on novel types 

of headline sentences. This study conducts two 

experiments to address these problems. First, to 

overcome the problem of the absent official test 

set, we employ an evaluation methodology that 

ensures statistical validation by repeatedly 

splitting the training data at an 8:2 ratio with 20 

different seeds. Through this approach, we 

compare the performance of six models in terms 

of average, maximum, and minimum scores, as 

well as standard deviation, and identify the 

optimal model architecture. Second, we analyze 

the impact of syntactic diversity by augmenting 

the dataset with structurally transformed 

headlines and evaluating their effect on model 

performance. Using this technique, we 

quantitatively demonstrate which type of 

sentence structures are learned most effectively 

by the six Transformer encoder-based 

classification models. The contributions of this 

paper can be summarized as follows: 

A. Using a reliable and statistically evaluation 

method for the KLUE-YNAT task, we 

identified the model architecture that yields 

optimal performance among the six models 

tested. 

B. Instead of using simple data augmentation, 

we analyzed the impact of syntax-based 

techniques by fine-tuning classification 

models on data augmented with specific 

sentence types. 

 

2. Related Works 

2.1 KLUE 

The KLUE dataset was introduced to 

advance Korean NLP [3]. In addition to 

providing datasets for the benchmark, KLUE 

also released several versions of PLMs for future 

research. The KLUE benchmark evaluates 

performance in eight tasks. Among these, the 

KLUE-YNAT Topic Classification is a task that 

classifies Yonhap news headlines into seven 

topics. However, the operation of the KLUE 

leaderboard has been suspended, which makes 

final performance evaluation difficult. 

2.2 Model Performance Evaluation 

K-Fold Cross-Validation (K-Fold CV) is widely 

used to estimate the performance of a model. K-

Fold CV involves dividing the entire dataset into 

K subsets, using K-1 subsets for training and the 

remaining one for validation, and repeating the 

process K times to calculate the average 

performance. This method provides high 

reliability for estimating the model’s 

generalization performance. This study is 

inspired by K-Fold CV. It divides the data by 

setting a random seed and then fine-tunes the 

models. 

2.3 Text Data Augmentation 

The performance of a model is dependent on the 

quantity and quality of the training data. Text 

data augmentation is a key technique for 

addressing the problem of data scarcity. It can 

enhance model performance by generating new 

data that is semantically identical to the existing 

data but varied in expression. Prominent text data 

augmentation techniques include EDA [4] and 

Back-Translation [5]. While these two methods 

can achieve lexical and semantic diversity by 

replacing individual words or altering meanings, 

they have limitations in securing syntactic 

diversity. Yang et al. (2025) proposed a method 

for augmenting datasets by generating sentences 

that are semantically identical but have different 

syntactic structures [6]. Their method involved 

an LLM automatically transforming original 

sentences into four forms, simple, compound, 

complex, and colloquial via prompt engineering. 

This study applies the ideas proposed by Yang et 

al. to the fine-tuning stage of BERT-based 

models. 
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3. Methodology  

3.1 Dataset 

Two types of datasets are used in this study. 

These are the KLUE dataset, provided within the 

Transformers library, and augmented_klue.json, 

which stores the augmented dataset. The YNAT 

task provides a total of 45,678 training samples 

and 9,107 validation samples. The 

augmented_klue.json training data contains a 

total of 28,390 samples including title, simple, 

complex, compound, and colloquial. In this study, 

we use the provided validation data as the test 

data and split the original training data into new 

training and validation sets. 

3.2 Model Training and Performance 
Measurement 

We compared a total of six model types, 

google/bert-base-uncased, google/bert-base-

multilingual, klue/bert-base, klue/roberta-large, 

klue/roberta-base, and klue/roberta-small. Since 

the KLUE benchmark does not provide an 

official test dataset, we split the 45,678 training 

samples 20 times at a random 8:2 ratio. After that, 

each of the six model types is trained on each of 

the 20 different data splits. We measure the F1 

score for each of the 120 fine-tuned models. For 

each model type, we analyzed the average, 

maximum, minimum, and standard deviation 

from the results of the 20 distinct data splits. This 

is a method to enhance reliability and measure 

more generalized performance through multiple 

evaluations, rather than a single-split evaluation. 

The models trained after applying text data 

augmentation by sentence type are also trained 

on each of the 20 different data splits. In this 

process, we directly examine the average, 

maximum, minimum, and standard deviation. 

Through this, we identify which sentence type 

yields the best performance when used for 

augmentation. 

Finally, the impact of data augmentation is 

quantified by training models on a 1:1 mixture of 

original and augmented data and comparing their 

performance to a baseline trained only on the 

original data. 

 

 

 

 

4. Experiments 

All experiments were conducted under identical 

hyperparameter settings, and the Macro F1 score 

was used as the performance metric. The 

hyperparameter values were set as follows: 

 Learning rate: 2e-5 

 Epochs: 3 

 Batch size: 32 

 Split ratio: 8:2 

 Weight decay: 0.01 

4.1 Performance Comparison of Pre-
trained Models 

The results of evaluating the six PLMs with 20 

different seeds are shown in Table 1. 

 
Table 1. Performance Comparison of Pre-trained 

Models 

Model Mean Max Min Std 

Dev. 

Bert-

google-

base 

0.6519 0.6727 0.6368 0.0079 

Bert-

klue-

base 
0.8694 0.8721 0.8651 0.0018 

Bert-

base-

multilin

gual 

0.8238 0.8289 0.8201 0.0022 

Roberta

-klue-

small 
0.8636 0.8757 0.8606 0.0016 

Roberta

-klue-

base 
0.869 0.8717 0.8649 0.0017 

Roberta

-klue-

large 
0.8703 0.8742 0.8664 0.0018 

 
The experimental results show that the 

klue/roberta-large model achieved the best 

performance, with a mean Macro F1 score of 

0.8703 and a max Macro F1 score of 0.8742. 

Models specialized for the Korean language 

generally outperformed the baseline model, bert-

base-multilingual, which suggests that the task is 

highly dependent on the linguistic characteristics 

of Korean. 
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4.2 Model Performance Comparison by 
Sentence Type 

We selected the klue/Roberta-large model, which 

demonstrated the best performance in the 

“Performance Comparison of Pre-trained Models” 

from Section 4.1. The results from training the 

model separately on each of the four sentence 

types are presented in Table 2. 

 
Table 2. Model Performance Comparison by 

Sentence Type 

Data Mean Max Min 
Std 

Dev. 

Origina

l(Baseli

ne) 

0.8703 0.8742 0.8664 0.0018 

Simple 0.8611 0.8662 0.8537 0.0033 

Comple

x 
0.8606 0.8652 0.8458 0.0041 

Compo

und 
0.8636 0.8678 0.8551 0.0032 

Colloq

uial 
0.8615 0.8661 0.8521 0.0030 

4.3 Performance Comparison of Text 
Data Augmentation 

Similarly, we selected klue/roberta-large for the 

same reason. Table 3 presents an analysis of the 

effectiveness of the four text augmentation 

techniques. These results were generated from a 

model trained on a 1:1 mixture of the original 

dataset and data augmented by each type. 

 
Table 3. Model Performance Comparison After Data 

Augmentation 

Data Mean Max Min 
Std 

Dev. 

Origina

l(Baseli

ne) 

0.8703 0.8742 0.8664 0.0018 

Origina

l + 

Simple 

0.863 0.8664 0.861 0.0015 

Origina

l + 

Comple

x 

0.863 0.8671 0.8595 0.0022 

Origina

l + 

Compo

und 

0.863 0.8668 0.8579 0.0024 

Origina

l + 

Colloq

uial 

0.8632 0.8687 0.8564 0.0027 

4.4 Reproducibility 

As specified in the official PyTorch 

documentation, experimental results are 

influenced by several factors. The factors that 

affect reproducibility are as follows: 

 Dropout behavior during seed setting 

 The non-deterministic behavior of cuDNN 

algorithms 

 The value of the 

CUBLAS_WORKSPACE_CONFIG 

environment variable 

 The randomness of the DataLoader’s 

multi-process data loading algorithm 

 

To ensure the reproducibility of the evaluation 

results, we recommend the following operational 

requirements: 

 Python 3.11.9 

 Torch 2.5.1_cu121 

 Transformers 4.41.2 

 Scikit-learn 1.5.1 

 Numpy 1.26.4 

 

In addition, experimental results may vary 

depending on the server environment. The server 

environment used in this study is shown in Table 

4.  

 
Table 4. Experimental Server Environment 

OS GPU CPU Memor

y 

Stora

ge 

Ubunt

u 

22.04.

5 

Deskt

op * 

1EA 

2x 

NVIDI

A 

H100N

VL 

96GB 

2x Xeon 

Gold 

6416H(1

8C 2.2G) 

– Intel 

Xeon 4th 

Sapphire 

Rapids 

Processo

r 

DDR5 

64GB 

RDIM

M 

4800M

T/s 

(Total 

256GB) 

1x 

Gen5 

U.2 

NVM

e 

7.62T

B 

 

5. Discussion 

5.1 Analysis of Measured Performance 

First, the finding in Section 4.1 that 

klue/Roberta-large achieved the highest 

performance is consistent with expectations. This 

is interpreted as resulting from the model’s larger 

size and its pre-training on the large-scale Korean 

dataset, which allowed it to capture and classify 
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the linguistic characteristics of Korean better 

than other models.  

Second, the superior performance achieved by 

training on compound sentences, as shown in 

Section 4.2, warrants particular attention. News 

headlines are characterized by their need to be 

concise and informative. Consequently, the 

structure of compound sentences, which 

logically connects multiple clauses, may have 

been particularly effective.  

Third, the decrease in performance after text data 

augmentation, as noted in Section 4.3, is the key 

finding of this study. This may have been caused 

by the following factors: 

 The sentences generated via the LLM, 

while syntactically diverse, may have lost 

characteristics of the original news 

headlines, such as subtle nuances. 

 Adding augmented data at a 1:1 ratio 

expanded the data distribution. This 

expansion may have made it more 

challenging for the model to capture the 

core features, resulting in a performance 

drop. 

5.2 Limitations of the Study 

This study did not delve into the qualitative 

details of the augmented data used. The study 

was also limited in that it applied a simple 1:1 

data augmentation ratio rather than exploring 

various mixing ratios. 

6. Conclusion 

We partially addressed the absence of a test 

dataset in the KLUE-YNAT classification task 

by increasing the number of training dataset 

splits. Furthermore, we augmented the limited 

news headline data into simple, compound, 

complex, and colloquial forms, and then 

analyzed the impact of this augmented data on 

the models. Through evaluations using 20 

different data split seeds, we experimentally 

demonstrated that the klue/roberta-large model 

outperformed the other five PLM types, 

achieving an average Macro F1 score of 0.8703 

and a maximum of 0.8742. Additionally, we 

confirmed that when training separately by 

sentence type, training on data generated in the 

"Compound" form yielded relatively high 

performance, with an average Macro F1 score of 

0.8636 and a maximum of 0.8678. Finally, we 

compared models trained on data augmented at a 

1:1 ratio. The comparison showed that the model 

trained only on the original data performed best. 

It achieved an average Macro F1 score of 0.8703. 

We also confirmed that the other augmented 

cases yielded highly similar scores, average 

Macro F1 scores of 0.8630 and 0.8632. 
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