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Abstract 

 
Nowadays, many large language models (LLMs) are equipped with a reasoning mode, enabling the 

model to reason from the given input and produce a more accurate output with an accompanying 

explanation. We have developed the reasoning content for the Korean Language Understanding 

Evaluation (KLUE) topic classification (TC) benchmark dataset, which consists of pure text-label pairs, 

for training an LLM, aiming to achieve better results than those obtained in non-reasoning mode. 

However, the F1-score in the reasoning mode was 0.662, much below that in the non-reasoning mode 

of 0.848. To solve this problem, we propose a metacognition approach with naïve evaluation results: 

the LLM is given the task of analyzing previous evaluation results to recognize the hidden human 

judgment criteria used in creating the original dataset. With the LLM’s analysis incorporated in the 

input prompt, the F1-score was significantly boosted from 0.662 to 0.773. This demonstrates that LLMs 

have the potential to serve as a metacognitive agent that can analyze and compensate for inherent human 

bias in the original dataset, thereby addressing data quality issues. 

 

 

Keywords: naïve evaluation (preliminary evaluation), classification, reasoning, human judgment 

 

1. Introduction 

Large language models (LLMs) have become 

indispensable in most workplaces, offering 

immediate and helpful responses from various 

kinds of queries. There are several strategies to 

enhance the quality of LLM outputs, including 

prompt engineering [1], data augmentation [2], 

retrieval-augmented generation (RAG) [3], and 

reasoning mode. Reasoning mode enables LLMs 

to think by having the models generate reasoning 

contents before producing the final outputs, 

thereby automatically following the chain-of-

thought process for enhanced understanding of 

the task at hand [4]. 

We have incorporated the reasoning mode 

into the Korean Language Understanding 

Evaluation (KLUE) topic classification (TC) 

benchmark dataset [5] to achieve a higher score 

than our baseline F1-score of 0.848 (Qwen3 14B, 

non-reasoning mode). To prepare the dataset for 

the reasoning mode, we instructed an auxiliary 

LLM to generate the reasoning content for the 

text-label pairs of the original dataset. Contrary 
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to our expectation, the performance decreased 

significantly, with the result of 0.662. This 

highlights that the basic reasoning mode was 

counterproductive to the objective. 

To solve this problem, we introduce the 

metacognition approach, which incorporates 

naïve evaluation results. This involves prompting 

an LLM to conduct a deep analysis of the naïve 

(preliminary, previous) evaluation results to 

recognize the hidden human judgment criteria 

that influenced the creation of the original labels. 

The resulting meta-knowledge is then 

constructed into a corrective prompt, which is 

given to the evaluation LLM for a second 

evaluation to achieve increased benchmark 

results. The remainder of the paper is organized 

as follows: Section 2 presents related works, 

Section 3 outlines the methodology, Section 4 

describes the experiments, Section 5 discusses 

the findings, and Section 6 draws conclusions. 

2. Related Works 

2.1 Data Augmentation 

 

Fig. 1. Grammar augmentation of KLUE TC [5] 

 

To enrich the outputs and increase the predictive 

performance of the LLMs, the input data can be 

augmented. Our previous research involved 

grammar-based augmentation [6] on the KLUE 

TC dataset [5]. Instructing an auxiliary LLM to 

expand the dataset with grammar and undergo 

syntax analysis, the datasets of the sentence types 

simple, compound, complex, and colloquial were 

generated, as shown in Fig. 1. The corresponding 

F1-scores were 0.819, 0.724, 0.409, and 0.695, 

indicating that clear and concise sentences are 

better understood than long and complex-

structured sentences. 

This paper is a direct extension of the above 

work, where reasoning content is added and the 

metacognition is applied. 

2.2 Reasoning mode for classification 

A similar task of reasoning generation was done 

by Henrichsen and Krebs [7]. These researchers 

challenged the notion that classification mode is 

often performed without any reasoning from the 

LLMs, and therefore, created a pipeline for 

generating the reasoning content of a training 

dataset and then outputting the final classified 

emotion. Their experiments showed a significant 

improvement of 0.087 points in accuracy 

compared to when the task was done without any 

reasoning. In the discussion, they mentioned that 

the quality of the reasoning generation may be 

questionable and that humans should evaluate the 

result. Additionally, they briefly mentioned the 

interpretability of the model, which our paper 

extends to the misalignment between the model's 

reasoning and human judgment criteria. 

3. Methodology 

This section consists of two parts: reasoning 

generation and metacognition on the naïve 

evaluation. 

3.1 Reasoning Generation Mechanism 

The reasoning content generation is done by 

instructing an auxiliary LLM to follow the 

procedure and generate the appropriate reasoning 

content for the prediction from text to label. The 

steps are as follows. 

1. Load the dataset. The dataset, which 

consists of user input and assistant output, 

is loaded. 

2. Construct the template prompt. The 

template prompt, which contains the 
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procedure for generating the reasoning 

content, is created. 

3. Append the user input and assistant 

output. The template prompt is populated 

with the user's input data point and the 

assistant's output. 

4. Generate the reasoning content. The 

LLM generates reasoning contents based 

on the filled prompt for the current 

datapoint. 

5. Repeat Steps 3 and 4. These steps are 

repeated until reasoning content is 

generated for all datapoints in the dataset. 

The abstract template prompt for Step 2 is 

provided in Fig. 2. This template should be 

completed with relevant domain and task 

information. 

 

 

Fig. 2. Abstract template prompt for reasoning 

content generation 

 

 

 

3.2 Mechanism for Metacognition on 
Naïve Evaluation 

 

Fig. 3. Abstract template prompt for evaluation 

procedure generation 

 

To recognize the hidden human judgment criteria 

in creating the assistant output from the user 

input, an auxiliary LLM is given the results of 

naïve evaluation on the evaluation LLM. The 

auxiliary is instructed to generate the procedure 

for the evaluator to follow, ensuring that the latter 

reasons in the appropriate direction. The steps are 

as follows. 

1. Load the naïve evaluation results. This 

includes the evaluation of LLM’s 

prediction results with corresponding 

ground truths. 

2. Construct the template prompt. The 

template prompt, which contains 

instructions for generating the procedure 

for the evaluator, is created. 

3. Append the naïve evaluation results. The 

previous evaluation results are appended to 

the template prompt. 

4. Generate the evaluator procedure 

prompt. From the completed prompt, the 

auxiliary LLM generates the procedure 

prompt for the evaluator to follow. 
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5. Evaluate. The corrective evaluation is 

conducted according to the procedure 

prompt. 

6. Repeat steps 3-5. These steps are to be 

repeated until the evaluation reaches the 

desired level. 

The abstract template prompt for Step 2 is 

provided in Fig. 3. Similarly, this template 

should be completed with relevant domain and 

task information. 

4. Experiments 

This section comprises experiments on reasoning 

content generation and metacognition in naïve 

evaluation. 

4.1 Reasoning Generation Experiment 

 

Fig. 4. Filled template prompt for reasoning content 

generation on KLUE TC [5] 

 

The dataset for generating reasoning content is 

the KLUE TC dataset [5]. We select the Qwen 3 

32B AWQ model for its medium size, which 

allows for local parallel execution with sufficient 

memory, and its multilingual support for the 

Korean language. The machine specification 

includes an Xeon Gold 6416H (18-core, 2.2 GHz) 

CPU, 2 x 256 GB RAM, and an NVIDIA H200 

14 GB GPU. 

The abstract template prompt from Step 2 in 

Subsection 3.1 (Fig. 2) is populated with domain 

information and translated into Korean, as shown 

in Fig. 4. With this prompt, the reasoning content 

for the original KLUE TC dataset of 45,678 news 

title datapoints is created. 

4.2 Metacognition on KLUE Evaluation 

The metacognition on the hidden human 

judgment criteria in the labeling task of the 

KLUE TC dataset is repeated twice on 

ChatGPT5, with the evaluation LLM being the 

GPT-4.1 nano model fine-tuned with the KLUE 

TC dataset, and reasoning generated from 

Subsection 4.1 [8, 9]. 

The abstract template prompt from Step 2 in 

Subsection 3.2 (Fig. 3) is filled with domain 

information, as shown in Fig. 5. 

 

Fig. 5. Filled prompt for metacognition analysis on 

naïve evaluation on KLUE TC [5] 
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Fig. 6. Procedures generated from metacognition analysis from (a) first evaluation results and (b) second 

results 
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The procedures generated by ChatGPT5 are 

shown in Fig. 6. With the second procedure, 

there was a significant increase in the F1-score, 

from 0.662 on the naïve evaluation with 

reasoning to 0.773 on the corrective prompt. 

5. Discussions 

The original KLUE TC dataset does not include 

the decision factors used in labeling news titles 

when labels overlapped, other than the fact that 

the majority vote from three people determined 

the final label [5], which is why metacognition 

was necessary. This mechanism was effective in 

enhancing evaluation performance from naïve 

reasoning because the auxiliary LLM recognized 

the hidden human judgment criteria—specific to 

these three people—that the evaluation LLM was 

supplied with. 

There is a notable limitation on this mechanism. 

If the human judgment is biased in a single 

direction—the same hidden rule was applied in 

creating the text-answer pair—the auxiliary LLM 

is more likely to produce a single corresponding 

rule for the hidden human judgment criterion. 

However, if the bias is random—the choice among 

the overlapping labels is random—the auxiliary 

may not be able to differentiate the hidden rule for 

each datapoint. For example, “게시판 과천과학관 

2016년 최우수 책임운영기관 선정” and “관장님 언제 

오나요… 과천과학관 1년째 수장 공백” (translated as 

“Notice: Gwacheon National Science Museum 

Selected as the Best Responsible Administrative 

Agency of 2016” and “When Will the Director 

Arrive? Gwacheon National Science Museum 

Without a Chief for a Year”) both hint at the 

societal issue about Gwacheon National Science 

Museum, but the former was labeled as “society” 

and the latter “science.” This increases the 

difficulty for the auxiliary in recognizing the 

random nature of the human mind's rules. 

The metacognition mechanism was applied 

to the text-label set of the classification task. Still, 

it can be extended to any dataset, e.g., the 

judgment behind the reasoning steps of a 

reasoning dataset. Suppose the mechanism is to 

be applied to more complex benchmark datasets. 

In that case, the template prompts will require 

more thoughtful and careful designs, as the basic 

template prompt for the classification task in our 

case was relatively simple. 

6. Conclusions 

To leverage the current capacity of generative AI, 

reasoning mode and prompts are often utilized to 

enhance the quality of the AI's output. We have 

demonstrated the mechanism for generating the 

reasoning content of a simple text-label pair 

benchmark dataset for KLUE TC and the 

metacognition involved in naïve evaluation, 

which informs the design of the reasoning steps. 

With the metacognition approach, the 

performance increased from 0.662 to 0.773 in 

F1-score. For future work, we will increase the 

repetition count of the metacognition analysis to 

enhance performance further and extend the 

application to static code analysis. 
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