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ABSTRACT

Recently, there has been a rapid growth in large language models (LLMs), sophisticated Al systems that can understand, generate,
and manipulate human language. Most Al experts mention prompt engineering, RAG, or fine-tuning as key factors for achieving success
with LLM. Even in the field of requirement engineering. we also handle requirement specifications written in the Korean languoge. Howe
ver, this language has complex grammatical structures and diverse morpheme combinations, which are crucial factors affecting the
performance and inferpretation of natural language processing (NLP) models. We attempt to analyze the unique and complex gramma
fical structures of the Korean language. including complicated, compounded, and simple sentences. As requirement engineers, we sho
uld make it challenging for Al machines fo understand and process the sentences they learn accurately. To solve this issue, we propose
a simple sentence generation mechanism with the C3Tree model. By converting complex sentences into simpler forms, our approach
aims o reduce senfence redundancy and also enhance the quality of fraining sentences. Then, we fry to leamn the generated simple.
compounded, and complicated sentences using Al Machine Learning models to enhance the Fl1-Score. As a result, we expect to enha
nce the accuracy of Korean NLP models and improve data quality. thereby making them more effective for various Al applications.

= keyword : Korean Natfural Language Requirement Specifications, Textual Analysis, C3Tree, Natural Language Processing

1. Introduction negatively impacting the performance of NLP models [2-4].
Therefore, a process called ’simplification’ is necessary to
In this moment, natural language processing (NLP) is a field convert complex sentences into simpler forms [5].

that enables computers to understand and process human Simplifying complex sentences helps machines improve text

language, playing a key role in various AI applications. comprehension, enhances the performance of NLP models, and

However, Korean, one of the natural languages, is a language contributes to maintaining data consistency [6].

with complex grammatical structures and diverse morpheme We are deeply going to consider that Simple sentences are

combinations, posing enormous challenges for machines to easier to understand, not only for machines but also for
humans, making it easier to convey the meaning of information
clearly [7]. Additionally, when the structure is simplified, the
accuracy of analysis and prediction can be increased, and
reducing structural differences within datasets leads to

improved quality of training data [8].

understand and process it effectively[1]. Thecomplex sentences
can create difficulties in morphological and syntactic analysis,
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C3Tree model and obtain Fl-scores. Finally, we mention the
conclusion.

2. Related Works
2.1 Natural Language Requirements

Analysis with C3Tree Model

The C3Tree stands for Conditional, Conjunction, and Clause
Tree, that is, a Korean sentence analysis approach designed
to simplify complex sentences [9-11].

Root Node

OR/AND

Intermediate Node Intermediate Node

OR/AND OR/AND
P /x

_| Terminal Terminal | | Terminal Terminal
Node Node Node Node

- Root Node: Complex sentence

Intermediate Node: Compound Sentence

= Terminal Node: Simple sentence
(Figure 1) The Definition of the C3Tree Model

Figure 1 illustrates the definition of the C3Tree Model and
its operation in a diagrammatic form.

<<Sentence>>
At YEE|T 87 Y B(EC) OF ZELIT
(If the input A is entered and the input B is
entered, then the output C is printed)

<<Complex-Clause>> <<(lause>>
A%t U D(EC) B7F HHEID O 25t
(The input A is entered and the input B is entered.) | | (The output C is printed,)

<<(lause>> <<(lause>>
A% L 871 Y3 gd,
(The input A is entered.) (The input B is entered)

(Figure 2) C3Tree Model Example

Figure 2 shows an example of the requirements analysis
process using the C3Tree model.

The C3Tree model analyzes complex sentences by breaking
them down into clauses using a tree structure and restores any
omitted subjects in the process. It also converts passive
sentences into active ones and merges simplified sentences with
similar meanings into a single form. Through these steps, the
model restructures complex sentences into a more concise and
consistent form, thereby helping to resolve ambiguities in the
requirements.

2.2 KLUE Benchmark

Korean Language Understanding Evaluation (KLUE) is a
benchmark designed to evaluate the performance of Korean
Natural Language Processing (NLP) models. It is used to test
and assess various tasks related to understanding the Korean
language. KLUE encompasses tasks such as sentence
classification, sentence similarity, sentiment analysis, question
answering, and natural language inference. Evaluating these
tasks helps measure how well Korean NLP models understand
and process language [12]. This benchmark is a crucial tool
for objectively comparing how models analyze complex
Korean sentences, and it also highlights the importance of
high-quality training data in the Korean language.

(Table 1) KLUE Benchmark Exam Categories

Name Description

Topic This provides a classifier for
Classification predicting the topic of text

(TC) snippets.

This measures the degree of
semantic equivalence between two
sentences.

This reads pairs of whole

Natural Language sentences and hypothesis
Inference sentences and predicts whether
(NLD the relationship is contradictory or
neutral.
This detects the boundaries of

Semantic Textual
Similarity (STS)

Named Entity

Recognition named entities in unstructured text
(NER) and classifies them by type.
Relation This identifies semantic relations

Extraction (RE)
Dependency
Parsing (DP)

between entity pairs in a text.
This finds relational information
among words.
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Machine Reading This assesses the ability to
Comprehension | comprehend questions and locate
(MRC) answers.

This predicts the dialogue states
from a given dialogue context.

Dialogue State
Tracking (DST)

Table 1 shows the eight categories covered by KLUE. For
semantic analysis, simplified sentences provide clear emotional
signals, which can improve model performance. Simplified
sentences express information more clearly, which can lead

to more accurate and consistent answers.

3. Korean Sentence
Simplification Mechanism

We use complex sentences as input and prompt them into
the C3Tree model to generate compound sentences. And then,
it will break down to several simplified sentences.
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Figure 3 illustrates our proposed method for enhancing the
F1 score of a trained model. A common challenge in

simplifying complex sentences is the inconsistent subjects that
often result. We address this issue by incorporating the subject
restoration method proposed by Jang et al. [8]. This approach
yields simplified sentences with a more consistent structure,
thereby improving their interpretability and making them easier
for the model to classify.

We’re applying this technique to extract simple sentences
and compound sentences from existing original complex
sentences. In our case study, we will explain the entire
proposed process. We’ll be comparing the F1 scores within
the Topic Classification Category of the KLUE Benchmark

exam.

4. Learning Results with Our
Approach

To construct our dataset, we began with 2000 complex
sentences and generated their simplified counterparts using the
C3Tree model. This resulted in a total of 4000 sentences,
comprising the original 2000 complex sentences and the 2000
newly created simple sentences, which were then used for
training.

With the extracted sentences from the C3Tree model, we
train them using various Al Machine Learning Algorithms. We
aim to identify a more effective sentence style that is better
understood by a particular learning algorithm. Following this
conversion, we measure the F1 score according to the proposed
process.

Step 1. Simplifying complex sentences by using the C3Tree
Model:

First, a complex sentence is input into the C3Tree model
analyzer. Then, the analyzer converts the complex sentence
into a short sentence.We will show three different examples.

<Case 1>:

This case is when a sentence contains two contrasting or
inverse relationships. This case is when the contents of two
contrasting or inverse relationships are included in one
sentence. When we convert an input sentence to a compound
sentence, coordinating conjunctions such as ’but’ or however’
are used to clarify the meaning of the contrast. We eliminate
the conjunctions from the input sentence. And then, it breaks
down into simple sentences, which align with the expected
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result in Table 2.

(Table 2) Input & Expected Output Sample of Case 1

Korean Sentence

Case 1 English Sentence

ERTAETE FMRRIRE SI|LHM BESCL

Input -
P Although the roller coaster was scary, | rode it.

1. EBIAEPE FARICH
Expected |2. 87|UiM EFSRUICE

Result [1. The roller coaster was scary.
2. | rode it.

Figure 4 shows the analysis result through the C3Tree
model analyzer. The red box contains the original text, which
is a complex sentence, and is converted into a simpler sentence,
like the blue box,through the rule-based algorithm of the
analyzer.

(Figure 4) C3Tree Transformation Example for
Case 1

<Case 2>:

This case is an example of a sentence that contains two
contrasts or inverse relationships. This case is a form in which
a subordinate clause expressing an assumption or condition
is combined with a main clause. When converting to a
compound sentence, an inverse conjunction such as ’~jiman’
or 'but’ may be implied to connect two independent facts while
preserving the meaning of the assumption.

(Table 3) Input & Expected Output Sample of Case
2

Korean Sentence
English Sentence
gk L siM=0Igt Efn EFAEE EIX|
RUCHH, L= 23RS 2ol
Input If | had only ridden the carousel and not
the roller coaster, | would have regretted
it.
1. WPt sx=0et Efct
2. Upt EBTAHE ERX| oUCt
Expected |3. L= FBI%E ZO|Ct
Result 1. | only rode the carousel.
2. | didnt ride the roller coaster.
3. | would have regretted it.

Case 2

Figure 5 shows the analysis result of case 2 through the
C3Tree model analyzer. The red box represents the original
text, a complex sentence, which is converted into a simple
sentence, like the blue box, through the analyzer.

(Figure b) C3Tree Transformation Example for Case 2

<Case 3>:

This case is an example of a sentence that contains two
contrasting or inverse relationships. This case is a complex
sentence with a subordinate clause expressing the temporal
order or continuity of actions or events (*-go’, *-ha-ja-ma-ja’).
When converting to a compound sentence, a coordinating
conjunction expressing a sequential relationship, such as ’and’,
is mainly used.
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(Table 4) Input & Expected Output Sample of Case

(Table 5) Stop word table

3 ,
Korean Sentence K-0rean Cﬁgp;gper Meaning
Case 3 - Bt hamnida | formal ending for ‘do” or 'be’
English Sentence — — G
- sh= haneun | present participle form of "do
7%@7(@5&)%3%“'?{ %EE:AE{E BE £ hal future participle form of ‘do’
Input(Compl ARISOI £ M, L= 2ARIS 7IE{0k RC. i hago conjunctive form of ‘do’, and’
ex Sentence) | Though | ran there as soon as it opened, sict handa plain form of ‘do’
there was a long line for the roller coaster, w=inl geurigo and, then
and | had to wait for two hours. Qiuict imnida__ | formal ending for ‘is/am/are’
1. 7H&sERiaL Zedzict that, the pronoun for
2. BB{AAElE B2 Al2iSO| B2 Al - geu "he/she/it’
Expected |3. L= 2ARIS 7IERqof Rk = deung etc., and so on, others
Result(Simpl | 1. | ran there as soon as it opened. o ireon this kind of, such
e Sentence) |2. There were a lot of people lining up for oA geot thing, fact, what
the roller coaster. al mit and, as well as
3. | had to wait for 2 hours. H| je my, | - humble form
A deo More

Figure 6 shows the analysis result of case 3, using the
C3Tree model analyzer. The red box contains the original text,
which is a complex sentence, and it is converted into a simple
sentence.

|~«'|w» |

<<RESULT>>
<<NORMAL>>
SP{TARS B2 ABEO| B8 41D, LiE 2028 ARt et

| <<CONDITION>>

'<<NORMAL>> <<AND>> |<<NONE>> |
OWSoIRiOp Rt BR{TAEE 2 AME0I EE Mrh Ui 2128 Jlckop ALt |

(Figure 6) C3Tree Transformation Example for
Case 3

Step 2. Data preparation & preprocessing

Then, we extracted the label’ from the selab_data source
and divided it into a "complex sentence’ column and a ’single
sentence’ column, so that the model could classify the meaning
of the two types of sentences. Then, we created and assigned
each label and two different data frames, complexSentenceData
and SingleSentenceData.

To ensure data completeness, we removed all rows with
missing values in the complex sentence’ or ’single sentence’
columns from each data frame. We performed a
stopwordremoval process to process text data efficiently. We
defined a list of Korean stop words such as *3Y Tl
(hamnida), *3}=" (haneun, "3 (hal), >33 (hago), *g+of
(han-da), 12|37 (geu-ri-go), *AUTF (ib-ni-da), *I° (gue),
*5” (deung), "1 (ee-reon), "2 (geot), "2 (mit), *A (je),
T (deo), and generated preprocessed text (‘sentences_prep’).

We split the preprocessed data into training and test sets.
For each dataset (single sentence and complex sentence), we
divided the data into a 75% training set and a 25% test set.
We used the stratify option to maintain the balance of the label
distribution and fixed the ‘random_state’ to 42 to ensure
reproducibility.

Finally, to convert the text data into numerical features that
the machine learning model can understand, weapplied TF-IDF
(Term Frequency-Inverse Document Frequency) vectorization.
We created featurevectors using TfidfVectorizer with the
N-gram range set to (1, 3), the minimum document frequency
(min_df) set to 3, and the maximum document frequency
(max_df) set to 0.95.

Step 3. Training with fundamental machine leaming
Algorithms.

We selected some widely used machine learning models

for text classification and evaluated their performance. The

chosen models are Random Forest Classifier, Support Vector
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Machine, and Logistic Regression. XGBoost and LightGBM
were excluded from the evaluation.

The performance of each model was evaluated using the
5-fold cross-validation method. This is to mitigate the bias
introduced by a specific data split and to measure the model’s
generalization performance more accurately. In the
cross-validation process, each fold evaluates the model using
a validation set separated from the training set.

As model performance indicators, we used Accuracy,
Precision, Recall, and F1-Score. In particular, considering that
it is a multi-class classification problem, we applied the
’average=" macro “’ option when calculating Precision, Recall,
and F1-Score to reflect the scores for each class equally and
then calculated the average.

Step 4. Evaluate and compare Al models

We collected and analyzed the cross-validation results of
models for each dataset (single sentence and complex sentence)
using the evaluate_models function. We compared the
performance of each model by displaying the average accuracy,
precision, recall, Fl-score, and other metrics up to the fourth
decimal place. The performance indices for each model for
the single sentence dataset and the complex sentence dataset
are as shown in Table 6.

A direct comparison reveals a clear trend: overall
performance metrics (such as Accuracy, Precision, Recall, and
F1-Score) are higher for models trained on the simple sentence
dataset.

(Table 6) Performance Result

© | Accuracy | 0.9893 | 0.9873 0.9893 0.9787 | 0.9620
c‘i? Precision | 0.9917 | 0.9933 0.9958 0.9847 | 0.9776
g Recall 0.9904 | 0.9915 0.9954 0.9830 | 0.9741
§ F1Score | 0.9903 | 0.9914 | 0.9948 0.9821 0.9719
CP

o Accuracy | 0.9959 | 0.9946 0.9953 0.9865 | 0.9750
?,7’ Precision | 0.9860 | 0.9837 0.9870 0.9728 | 0.9578
g Recall 0.9857 [0.9834| 0.9878 0.9751 0.9570
¢ F1Score | 0.9841 |0.9813 0.9857 0.9712 | 0.9515

Performance Comparison of Machine Learning
Models on Single and Complex Sentences

:——\\

F1-Score
cocococoooo
©ooooo00
SEREELBE~

(0

e Simple Sentence === Complex Sentence

(Figure 7) Performance Comparison Chart of Machine
Learning Models on Single and Complex
Sentences.

As Figure 7 shows,across all machine learning algorithms
tested —Random Forest, SVM, Logistic Regression, XGBoost,
and LightGBM —the F1-Score for simple sentences was higher
than that for complex sentences. This suggests that simplifying
sentence structures into individual, atomic units before training
can enhance the classification performance of these models.

First, all models showed high accuracy above 0.96,
indicating that the dataset quality and feature design were
stable. In particular, most models achieved an accuracy higher
than 0.98 on the single-sentence dataset and still maintained
over 0.96 on the complex-sentence dataset. This means that
each model has a consistent level of generalization performance
regardless of sentence structure or length. Therefore, the
models were not overfitted to a specific sentence type but
demonstrated an overall understanding of sentence-level
semantics.

Second, as sentence structures became more complex, all
models showed a slight decrease in performance. When moving
from single to complex sentences, the average accuracy
dropped by about 0.5 -2%. LightGBM showed the largest
decrease, about 1.3%, suggesting that tree-based models are
relatively weak in capturing nonlinear dependencies within
complex sentences. This performance drop can be explained
by the fact that main and subordinate clauses, conjunctions,
and other grammatical connections make the boundary between
meaning units more ambiguous.

Third, among the algorithms, Logistic Regression achieved
the highest performance on single sentences. This result shows
that linear models work more effectively when feature
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correlations are simple. In contrast, Random Forest and SVM
maintained stable performance even with complex sentences.
Random Forest is strong in handling nonlinear patterns through
the ensemble effect of multiple decision trees, while SVM
shows robust classification through hyperplane-based boundary
optimization. However, XGBoost and LightGBM showed a
noticeable drop in performance on complex sentences. This
suggests that boosting-based models rely more on feature
separability than on contextual relationships.

Fourth, both Precision and Recall remained above 0.95 for
most models, indicating that the dataset was well-balanced.
However, a slight decrease in Precision was observed for
complex sentences. This may be because models behaved more
conservatively in predicting positive classes when processing
polysemous or subordinate structures. In other words, models
likely adjusted their decision boundaries more strictly to reduce
false positives. This trend reflects a learning tendency aimed
at minimizing incorrect positive predictions.

The results highlight the potential challenges models face
when processing the increased complexity and interdependencies
present in complex sentences. Single sentences, being more
direct and less ambiguous, likely provide clearer features for
the TF-IDF vectorizer and, subsequently, for the classifiers to
learn from. This improved clarity in features appears to
contribute to better model generalization and classification
accuracy.

5. Conclusion

Recently, there has been a rapid growth in large language
models (LLMs), sophisticated Al systems that can understand,
generate, and manipulate human language. Most Al experts
mention prompt engineering, RAG, or fine-tuning as key
factors for achieving success with LLM. Even in the field of
requirement engineering, we also handle requirement
specifications written in the Korean language. However, this
language has complex grammatical structures and diverse
morpheme combinations, which are crucial factors affecting
the performance and interpretation of natural language
processing (NLP) models. We attempt to analyze the unique
and complex grammatical structures of the Korean language,
including complicated, compounded, and simple sentences.

We propose a rule-based mechanism to convert complex
Korean sentences into simpler ones, improving the accuracy
and consistency of training data for Korean natural language
processing models. By using a C3Tree-based mechanism, we
enhance data quality and model performance, reducing
difficulties in morphological and syntactic analysis.

As demonstrated by the experimental results, we recognized
that models trained on single sentences consistently achieved
superior performance across all evaluation metrics (Accuracy,
Precision, Recall, and F1-Score) compared to those trained on
complex sentence data. We expect to validate the effectiveness
of the proposed mechanism by applying it to other domains
and datasets, and hope that integrating artificial intelligence
with algorithms will lead to further improvements in Korean
natural language processing.
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